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Dynamics-based machine learning of transitions in Couette flow

Bálint Kaszás , Mattia Cenedese , and George Haller *

Institute for Mechanical Systems, ETH Zürich, Leonhardstrasse 21, 8092 Zürich, Switzerland

(Received 24 March 2022; accepted 4 August 2022; published 25 August 2022)

We derive low-dimensional, data-driven models for transitions among exact coherent
states in one of the most studied canonical shear flows, the plane Couette flow. These one-
or two-dimensional nonlinear models represent the leading-order reduced dynamics on
attracting spectral submanifolds (SSMs), which we construct using the recently developed
SSMLearn algorithm from a small number of simulated transitions. We find that the energy
input and dissipation rates provide efficient parametrizations for the most important SSMs.
By restricting the dynamics to these SSMs, we obtain reduced-order models that also
reliably predict nearby, off-SSM transitions that were not used in their training.
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I. INTRODUCTION

A detailed analysis of complex nonlinear dynamical systems, such as those arising in fluid
mechanics, generally requires reduced-order models. The two main reduction techniques available
for this purpose are the proper orthogonal decomposition (POD) [1] and the dynamic mode decom-
position (DMD) [2]. The POD approach is equation driven, projecting the governing equations onto
an empirically selected set of most energetic modes. In contrast, the DMD approach is data driven,
fitting a linear dynamical system to the dynamics of a set of observables. Neither of these approaches
is, therefore, designed for a purely data-driven modeling of essentially nonlinear (or nonlinearizable)
behavior [3].

A hallmark of nonlinearizability on a domain of the phase space of a dynamical system is the
coexistence of isolated stationary states (called invariant solutions in the fluid dynamics literature
[4]) and transitions among them, which are as ubiquitous in laminar Couette flows as in turbulent
pipe flows. Several emerging machine learning techniques could formally be applied to pattern-
match transitions in such flows. These techniques, however, are not yet mature enough to produce
physically interpretable models of reasonable complexity that can reliably predict the dynamics for
initial conditions not used in their training [5].

A recent approach reduces nonlinearizable dynamics to spectral submanifolds (SSMs) [6,7],
which are the smoothest nonlinear continuations of invariant (spectral) subspaces of the linearized
system near a stationary state, such as a fixed point, a periodic orbit, or a quasiperiodic torus [6].
Building on more abstract prior work by Refs. [8,9], SSM theory establishes the existence and
uniqueness of spectral submanifolds if the eigenvalues corresponding to the spectral subspace are
not in resonance with the rest of the spectrum. See Supplemental Material [10] for more details.
In the vicinity of the smoothest (primary) SSM, other, less smooth (secondary) SSMs also exist.
Coexisting stationary states might also be contained in such secondary SSMs [11] in a vicinity of
the smoothest SSM, as indeed turns out to be the case here. Restricting the governing equations to
such low-dimensional attracting SSMs, therefore, provides a fast and mathematically exact model
reduction procedure, as has been demonstrated for finite-element models of beams, shells, and
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wings, with degrees of freedom ranging up to hundreds of thousands [12]. Due to the invariance
of the SSM used in the model order reduction, the accuracy of the computed models depends only
on the accuracy of the numerical approximation for the SSMs. This can be gradually enhanced by
increasing the polynomial order of expansion for the SSM without increasing the dimension of the
reduced model. SSM-based reduction has yielded highly accurate and predictive reduced models of
very high-dimensional finite-element equations [12,13].

Very recently, SSM-based model reduction has been extended to a fully data-driven setting [11].
Implemented in the open-source SSMLearn package, the algorithm identifies the most influential
nonresonant spectral subspaces near a stationary state from a linear modal analysis of a few
training trajectories. It then proceeds to construct the corresponding nonresonant SSMs and the
extended normal form of their reduced dynamics from the training data. The resulting SSM-based
models have proven to be accurate in predicting behavior in several problems from solid and fluid
mechanics, even under the addition of external forcing absent in their training data [11,14,15].

It has been unclear, however, whether data-driven SSM reduction can also describe transitions
among coexisting stationary states accurately. Such phenomena are omnipresent in a number of
outstanding problems of applied science, such as transitions to turbulence [4] and tipping points
[16] in climate. To examine the applicability of the SSM-based approach to these grand challenges,
it is feasible start with similar but simpler canonical problems that are nevertheless of significant
interest in their own right. In this Letter, we will carry out such an exploratory study for one of the
most studied classic shear flows, the plane Couette flow.

The anchor points of SSM theory, stationary states, have been broadly studied in the Couette
flow literature as exact coherent states (ECSs) [17,18]. These can be equilibrium points, traveling
waves, periodic orbits, quasiperiodic trajectories, or even chaotic attractors. Transitions between
ECSs are generally understood to happen along their stable and unstable manifolds [18–23]. This is
even supported by experimental observations [24]. Yet, with the exception of the two-dimensional
unstable manifold of the base state in the flow past a cylinder [25], the role of invariant manifolds
emanating from ECSs has not yet been systematically explored in model reduction.

An added motivation is recent work on the applicability of linear data-driven modeling tools
to transitions between ECSs in plane Couette flow [3]. The conclusion of that study is that while
DMD can feature-match individual transition trajectories over certain time intervals, no underlying
convergent Koopman mode decomposition [26] justifying such a formal DMD analysis exists
beyond subsets of the domains of attraction or repulsion of the ECSs. In more practical terms, while
linear model reduction methods fitted to nonlinearizable data sets always return a closest-fitting
linear model, the predictive power of such a model is limited to an a priori unknown subset of
the phase space that contains a single stable or unstable ECS. Capturing multiple ECSs and the
transitions among them in a single reduced-order model for Couette flows has been, therefore,
an outstanding challenge which we wish to address here using data-driven, SSM-based nonlinear
model reduction. Specifically, we seek to compute the most influential SSMs and their reduced
dynamics in the phase space via the dynamics-based machine learning approach of Ref. [11]. We
rely solely on simulation data, which renders our approach nonintrusive. We parametrize the SSMs
with physically interpretable observables used in earlier studies of this flow to obtain very low-
(one- or two-) dimensional dynamical systems for these observables along the SSMs. We also assess
the predictive power of these reduced models for nearby trajectories starting off the SSMs. In this
Letter, we seek the parametrization of SSMs and their reduced dynamics using classical machine
learning techniques, such as polynomial regression. Based on the mathematical existence results on
SSMs, one can also seek SSM-based models with more advanced tools from machine learning [27].
We refer to the Supplemental Material [10] and the Matlab live scripts under Ref. [28] for more
information on our data sets and computations.

II. SETUP

We consider the plane Couette flow configuration [29]: an incompressible fluid flow between
two infinite plates moving in opposite directions. The velocity field u = [u, v,w](x, y, z, t ) evolves
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according to the Navier-Stokes equations along with the pressure p,

∂u
∂t

+ u · ∇u = −∇p + 1

Re
�u, ∇ · u = 0, (1)

in the physical domain � = [0, Lx] × [−h, h] × [0, Lz], where the Reynolds number is defined as
Re = Uh/ν, with ν denoting the kinematic viscosity, h is half the distance between the plates, and
U is their velocity. Our equations are nondimensionalized by the plate velocity U and the half width
of the channel h. As in previous studies [3,30], we impose periodic boundary conditions in the
x (spanwise) and z (streamwise) directions and in the wall normal direction we require u(x, y =
±1, z, t ) = ±1. With the choice Lx = 5π/2 and Lz = 4π/3, our computational cell is comparable
to those used in Refs. [3,31].

We solve Eq. (1) using the open source Channelflow library [32], with a spectral discretization
of 32 × 35 × 32 modes, resulting in a phase space of dimension O(105). This is a very high but
still finite-dimensional phase space to which the mathematical results behind SSMLearn are directly
applicable. We rely on Channelflow only for generating trajectories, which we use for training and
testing our SSM-based, data-driven models via the open source toolbox SSMLearn [11].

Here, we focus on the low Reynolds number regime in which the plane Couette flow is bistable
[30]. In this geometry, at around Re = 134.5, the lower and upper branch of fixed points first
observed by Nagata [33] appear in a saddle-node bifurcation. We restrict all calculations to the
invariant subspace of the group generated by the shift-reflect and shift-rotate symmetries [18], the
isotropy subgroup of the Nagata equilibria. This restriction ensures that the stationary states we
study become hyperbolic, i.e., their spectrum does not contain the zero eigenvalues arising from the
transnational invariance of the governing equations. Hyperbolicity of the stationary states is required
for all SSM results to apply and also insures the robustness (structural stability) of our results. All
orbits connecting these hyperbolic stationary states also remain in this invariant subspace.

Together with the constant-shear base state, ubase = [u = y, v = 0,w = 0], the Nagata equilibria
represent the simplest examples of ECSs, with transitions among them along SSMs. Specifically,
trajectories close to the unstable fixed point evolve along the unstable manifold that connects into
slow SSMs of the two attracting states. At higher Re, nontrivial ECSs (e.g., periodic or quasiperiodic
orbits) start appearing via bifurcations [34].

Our aim here is to develop reduced models on SSMs that predict transitions between three
coexisting ECSs based on a small number of simulated transitions. To parametrize the SSMs, we
choose physically relevant quantities from previous studies of the same flow [18,34], such as the
rate of energy input (I) supplied by the walls and the rate of energy dissipation (D) due to friction,
often used to get a projected representation of the Navier-Stokes equations [18,34,35], motivated by
an energy balance of the flow [36]. Considering the time dependence of the total energy defined as

E = ||u(t )||2L2

2
= 1

2LxLz

∫ Lx

0

∫ 1

−1

∫ Lz

0

|u(x, y, z, t )|2
2

dz dy dx, (2)

one can derive the differential equation governing E (t ) by taking the inner product of the Navier-
Stokes equations with the velocity field u and integrating over the flow domain �. Due to
incompressibility and periodicity, one obtains [37]

Ė = (I − D)/Re, (3)

where the rate of energy input I and the dissipation D are defined as

I = 1

2LxLz

∫ Lx

0

∫ Lz

0

[(
∂u

∂y
u

)
y=1

+
(

∂u

∂y
u

)
y=−1

]
dz dx − 1, (4)

D = 1

2LxLz

∫ Lx

0

∫ 1

−1

∫ Lz

0
|∇ × u|2 dz dy dx − 1, (5)
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Spectral submanifold (SSM)
Base state

Flow transition from model

Actual flow transition

Unstable lower state
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FIG. 1. Phase space geometry of plane Couette flow, projected onto the space of three observables: the
relative energy �E , the energy input rate I , and the energy dissipation rate D. The three coexisting fixed points
are the constant-shear base state (black dot), the unstable Nagata lower branch (yellow dot), and the stable
Nagata upper branch (blue dot) fixed points. A two-dimensional SSM approximated by Eq. (7), containing all
three fixed points, is shown in green. Due to the large distance between the base state and the lower Nagata
equilibrium, we indicate the base state at a higher �E value along the manifold. Also shown are model-
predicted and actual transitions between ECSs.

in order to measure these quantities relative to the constant shear base state. Another energy variable
we use is �E = ||u(t ) − ubase||2L2/2. Our definitions ensure that �E = D = I = 0 at the base state.

Parametrizations depending on I and D suffer from a singularity at the base state I = D = 0 due
to their quadratic-type dependence on the velocity [cf. Eqs. (4) and (5)]. To remedy this problem
without losing physical motivation, we choose J = √|I| and K = √|D| as parametrization variables
(see the Supplemental Material). SSMLearn then reveals a smooth dependence of the reduced
dynamics on the SSM graphed over this set of variables. Figure 1 shows an SSM, parametrized by
(J, K ), plotted in the three-dimensional space (I, D,�E ) with its dynamics describing transitions
between ECSs.

III. RESULTS

Within the Reynolds number interval [134.5, 150], we focus our analysis either on the unstable
manifold of the lower branch fixed point or the slowest stable SSM of the stable limit cycle
bifurcating from the upper branch fixed point. The unstable manifold of the lower branch is known
to be one dimensional for a wide range of Reynolds numbers [38], making that fixed point an edge
state [39–41]. As a result, we also find a one-dimensional connection between the lower branch
fixed point and the stable base state. As for the upper branch, we distinguish three Reynolds number
regimes, denoted by (I), (II), and (III) in Fig. 2, with different SSM geometries.

In region (I), close to the saddle-node bifurcation, the one-dimensional unstable manifold of the
lower branch arrives necessarily tangent to the slowest SSM of the upper branch. This unstable
manifold forms a heteroclinic connection between the two fixed points [42]. In this region, the slow
SSM of the upper branch contains two heteroclinic connections: one between the lower and upper
branch fixed point and one between the lower branch fixed point and the base state, as shown in
Fig. 2(c).
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FIG. 2. Spectral submanifolds (SSMs) with different dimensions. (a) and (b) show the real and imaginary
parts of the least stable eigenvalues λ of the upper branch (UB) fixed point. The upper spiral (magenta curve)
has a larger real part after the saddle-node bifurcation than the lower spiral (orange curve). In the shaded region
marked by (I), the SSM is one dimensional, while in regions (II) and (III), it is two dimensional. In region (III),
it also contains a stable limit cycle. (c)–(e) show the SSMs and the coherent states contained in them in the
corresponding regions. In the insets of (d) the streamwise velocity of the lower and upper branch fixed points
is shown color coded. (d) and (e) are not to scale.

This alignment, however, breaks down at Re = 134.53 in region (II). The slowest SSM of the
upper branch becomes two dimensional due to a collision of the least stable and second least stable
eigenvalues, resulting in a pair of complex conjugate eigenvalues. After this secondary bifurcation,
the upper branch becomes a stable spiral-type fixed point, preventing global one-dimensional SSM-
based reductions. The heteroclinic connections, however, still exist in the two-dimensional slowest
SSM of the upper branch fixed point, as shown in Fig. 2(d).

The upper branch undergoes yet another bifurcation at Re = 145, losing stability in a Hopf
bifurcation leading to a stable limit cycle in region (III). After this point, the heteroclinic connection
between the lower and upper branches disappears. Instead, an orbit connects the lower branch fixed
point with the newly born limit cycle. As shown in Fig. 2(e), the two-dimensional unstable manifold
of the upper branch fixed point forms the slowest stable SSM of the limit cycle. The unstable
manifold of the lower branch fixed point shoots into a higher-dimensional SSM of the limit cycle.

To parametrize these SSMs, we use the square root of energy input J in the one-dimensional
region (I) and the square roots of energy input and dissipation (J, K ) in the two-dimensional regions
(II) and (III), all centered at the base state. We seek parametrizations of the form

u(x, y, z, t ) = ubase +
M∑

l=1

w(1)
l (x, y, z, Re)Jl (t ) (6)

or

u(x, y, z, t ) = ubase +
∑
l,m

l+m�M

w(2)
l,m(x, y, z)Jl (t )Km(t ). (7)

The coefficients w(1)
l and w(2)

l,m are identified from data via regression, as described in the
Supplemental Material [10]. The maximal polynomial order is M = 6, 2, and 5 for regions (I)–(III),
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respectively. We allow for Re dependence in polynomial coefficients only for region (I) because this
domain is small enough for a simple linear approximation of the Re dependence to be justified.

We initialize the training trajectories for the SSM-based models to lie approximately on the
heteroclinic orbits between the ECSs. To this end, we start from initial conditions of the form uLB ±
εv, where ε = O(10−5), and v is the unstable eigenvector of the lower branch fixed point. We
compute the ECSs, and their eigenvalues and eigenvectors with a Newton-Krylov solver [43]. Each
of these initial conditions lies on the heteroclinic orbits between the lower and either the upper
branches or the base state, respectively. In region (III), we use a training trajectory starting from the
unstable subspace of the upper branch fixed point. This is to ensure that our training data accurately
represent the behavior near the SSM.

Once we have identified the SSM geometry in the space of velocity measurements [44], we
turn to modeling the reduced dynamics of parametrizing variables, considering first cases (I) and
(II). Using the training trajectories, which are sampled at integer time instants, we fit polynomial
mappings of the form

Jn+1 = R(Jn, Re) or

(
Jn+1

Kn+1

)
=

(
R1(Jn, Kn)
R2(Jn, Kn),

)
, (8)

where we have parametric dependence for Re in case (I) that is able to capture the saddle-node
bifurcation of the lower and upper branch fixed points [45]. Further details on the identified reduced
discrete dynamical systems are given in the Supplemental Material [10].

In region (III), we were not able to construct a two-dimensional SSM model of the upper transi-
tion dynamics: The one-dimensional unstable manifold of the lower branch fixed point spirals onto
a limit cycle and hence is not a differentiable manifold. One could still construct higher-dimensional
SSMs that contain this orbit. Analyzing the spectrum of the limit cycle (see the Supplemental
Material [10] for the spectrum), we find that including the second slowest mode in the underlying
spectral subspace would lead to a four-dimensional model. Instead, we construct a local nonlinear
model on the two-dimensional SSM given by the unstable manifold of the upper branch fixed point.
This manifold contains the upper branch fixed point, the limit cycle, and transitions between them.
In this case, we use the data-driven extended normal form construction of SSMLearn, which yields
the continuous-time reduced model

ρ̇ = 0.001 71ρ − 0.010 63ρ3 − 0.013 50ρ5, (9)

θ̇ = 0.092 90 − 0.016 71ρ2 + 0.010 03ρ4. (10)

The polar normal form variables (ρ, θ ) are connected to (J, K ) via a nonlinear change of coordinates
[46], which is identified from data as we discuss in the Supplemental Material [10]. The data-driven
model in (9) and (10) takes the form of a Stuart-Landau equation [47,48].

To illustrate the accuracy and predictive power of these discrete and continuous reduced-order
models, we consider trajectories initialized away from the SSMs in all three cases. We consider an
ensemble of randomly chosen initial conditions whose L2 distance from the unstable lower state is
10−2. Based on the SSM-reduced models we have obtained, we predict the time evolution of their
[J (t ), K (t )] coordinates from [J (0), K (0)] using Eqs. (8)–(10) and then extend these predictions
into the full phase space using the graph of the corresponding SSM in Eqs. (6) and (7), with a final
evaluation of the model prediction error ||u(t ) − u(t )true||L2 .

In Figs. 3(a)–3(c), we plot the time evolution of I = J2 for a few members of the test ensemble.
We found that the predictions based on the reduction to the SSM are qualitatively accurate as long as
the trajectory does not start too far away from the SSM, where fast transients have a major influence
on the dynamics. In Figs. 3(d)–3(f), we show the relative reconstruction error for the test ensemble.
The error is normalized by the maximum value of the L2 norm of the true trajectory.

IV. CONCLUSIONS

These results illustrate the power of SSM-based, data-driven reduced-order models for nonlin-
earizable transition dynamics in a canonical nonlinear fluid flow that has defied prior attempts to
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FIG. 3. Predictions from the reduced-order models. In (a)–(c) we show the predicted and true time
evolutions of the variable I for trajectories starting close to the SSM. The Reynolds number is 134.52 in
(a), 135 in (b), and 146 in (c). In (d)–(f) the prediction error ||u(t ) − utrue(t )||/max ||utrue(t )|| is plotted in gray
for the individual trajectories. The black dashed curve shows the average of the error over the ensemble of 50
trajectories in (d), (e) and 20 trajectories in (f).

derive such models. We have demonstrated that SSM-reduced nonlinear models can simultaneously
capture coexisting ECSs and heteroclinic transitions among them, even in large distances from
the stationary states serving as its anchor point. Importantly, our SSM-reduced models have also
provided reliable predictions for transitions in open neighborhoods of the SSMs carrying them.

Consequently, more general tipping transitions [49,50], i.e., transitions between steady states
induced by changing parameters or noise, are also expected to be captured by an appropriate
SSM-based reduction. Although we only considered the SSMs at low Reynolds in this shear flow
configuration, a similar analysis is, in principle, possible for higher Reynolds numbers. At even
higher Reynolds numbers, the boundary of the domain of attraction of the base state (i.e., the stable
manifold of the lower branch fixed point) becomes even more complicated, filled with unstable
periodic orbits [35,51]. Reducing the dynamics to SSMs that are submanifolds of this edge offers
hope for an SSM-based modeling of transition to turbulence.

Limitations of the present approach include the a priori unknown size of the domain of validity of
the reduced-order model in the full phase space and the lack of an appropriate SSM-based reduced-
order model for upper transitions in domain (III). Making progress on both of these challenges will
require the construction of higher- (but still low-) dimensional invariant manifolds containing the
upper transition orbits. Due to the simultaneous presence of both stable and unstable modes along
such envisioned manifolds, the current SSM theory behind the SSMLearn algorithm needs technical
extensions to accommodate both stable and unstable directions simultaneously.

The codes and a sample of the data used for the analysis are available under the link [28], in the
form of a commented Matlab live script, as a part of the open-source toolbox SSMLearn [11]. The
complete data set is available from the authors upon request.
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