The deterministic core of stochastically perturbed nonlinear mechanical systems
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Inventoried manifolds, such as normally hyperbolic invariant manifolds and spectral submanifolds, are the key to understanding the dynamical behaviour of many nonlinear mechanical systems and serve as natural candidates for model-order reduction. While numerous related invariant manifold results are available for unforced and periodically forced nonlinear mechanical systems, their applicability to random external forcing remains to be established. Here, we clarify the continued role of deterministic invariant manifolds, more specifically normally hyperbolic invariant manifolds and spectral submanifolds under the addition of small white noise excitation. Subsequently, we demonstrate our results on several mechanical systems.

1. Introduction

Modern analysis of deterministic dynamical systems relies on the understanding of influential invariant manifolds, such as centre manifolds, (un-) stable manifolds (e.g., Guckenheimer & Holmes [1]) or normally hyperbolic invariant manifolds (NHIMs) (e.g., Wiggins [2]). For realistic engineering structures, however, one has to account for parameter uncertainty, unmodelled degrees-of-freedom or unknown disturbances (e.g., Lutes & Sarkani [3]). Whether the aforementioned deterministic manifolds are of relevance under uncertainties or random external excitation has remained unclear.
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Specifically for deterministic nonlinear mechanical systems, various invariant manifolds have been identified as relevant. For example, nonlinear normal modes have been defined either as manifolds of conservative periodic orbits (Kerschen et al. [4] for a review) or as invariant manifolds tangent to spectral subspaces of the linearized dynamics (Shaw & Pierre [5]). More recently, Haller & Ponsioen [6] identified the smoothest nonlinear continuation of a spectral subspace of the linearized dynamics as a spectral submanifold (SSM). While SSMs have recently been shown to provide exact reduced order models (e.g. Jain et al. [7], Breunung & Haller [8], Ponsioen et al. [9] and Jain & Haller [10]), the related computational tools assume a deterministic dynamical system. This assumption, however, does not hold for structures that are commonly subject to parameter uncertainties and external random disturbances.

The general relevance of a deterministic invariant manifold for the stochastically perturbed system can be investigated using, e.g. Monte Carlo methods (see Rubinstein & Kroese [11]). Due to their slow convergence, however, Monte Carlo methods require a high sample size, which leads to significant numerical costs. Furthermore, this numerical approach does not allow for a systematic understanding or general conclusions about qualitative aspects of the nonlinear dynamics.

The persistence of deterministic dynamical features, such as NHIMs or stable/centre manifolds of fixed points under random perturbations, is intricate to establish mathematically. Berglund & Gentz [12] studied a system with slow-fast dynamics and with a known slow manifold. They showed that under small external white noise excitation, sample paths remain close to the slow manifold with a certain probability for finite time. In a similar setting, Schumlauff & Schneider [13] established the existence of a random invariant manifold, which eliminates the fast dynamics (also see Kuehn [14] for a summary). Both studies, however, assume an idealized, global slow-fast decomposition of variables into arbitrarily slow and fast variables, which is generally not available for realistic nonlinear mechanical systems. Li et al. [16] removed this restriction and established the persistence of NHIMs under random perturbation in a fairly general setting. However, they required the sample path of the random dynamical system to be close to trajectories of the deterministic counterpart in the C^1 norm, which is overly restrictive for the random noise models used in mechanics.

On the basis of linearization techniques by Wanner [17], Arnold [18] proved the existence of stable, unstable and centre manifolds of fixed points of random dynamical systems, both locally and globally. The conditions for the existence of global manifolds are restrictive, e.g. require the nonlinearity to be globally Lipschitz. The local invariant manifolds obtained from this analysis are non-unique as they depend on the choice of a cut-off function. Mohammed & Scheutzow [19] proved another stable manifold theorem for stochastic differential equations. Their result applies for certain nonlinearities with unbounded spatial derivatives. All these invariant manifolds and reduced models depend generally on the realization of the random process. Therefore, the computations leading to these individual reduced models can be computationally costly and do not immediately yield conclusions for the full random process.

By contrast, the probability density function, depending on position, velocity and time, is independent of the specific realizations of the random process. In the case of Gaussian white noise excitation, the time evolution of the probability density function is governed by the Fokker–Planck equation [20]. Its solution could, in principle, reveal the relevance of deterministic invariant manifolds for stochastically perturbed nonlinear mechanical systems. However, the exact steady-state solutions reported, e.g. by Caughey & Ma [21], Lin & Cai [22] and Soize [23] are inapplicable in practice since a peculiar relationship between the external white noise perturbations and the damping is required (Lin & Cai [22]). In the absence of exact solutions of the Fokker–Planck equation, approximate solutions have been constructed. For example,

---

1 A slow-fast decomposition requires a peculiar scaling in the contraction rates. In the setting of nonlinear mechanical systems, contraction rates usually stem from the damping terms. The dissipative forces, however, are still not well understood and are challenging to identify (Kerschen et al. [15]). Thus, it can generally not be ensured that they are consistent with the mathematical theory. Indeed, Jain et al. [7] noticed the limitations of such slow-fast decomposition when applying a deterministic result to a finite element discretization of a von Kármán beam.
Atkinson [24] proposed an eigenfunction expansion or Ibrahim [25] or Crandall [26] obtained moment balance schemes by integrating the Fokker–Planck equation in space. Such methods, however, require a heuristic selection of truncation schemes or trial functions. More generally, the convergence of such methods is often unclear. Moreover, these approaches are computationally expensive, especially in higher dimensions (Soize [23]), and their numeric nature impedes general conclusions.

Structural engineers frequently use stochastic averaging or statistical linearization to assess the response of randomly excited nonlinear mechanical systems. Stochastic averaging, initially proposed by Stratonovich & Silverman [27], requires a transformation into a slowly varying amplitude equation. This transformation restricts the applications for the stochastic averaging techniques to primarily single-degree-of-freedom mechanical systems (Roberts & Spanos [28]). By contrast, statistical linearization (Roberts & Spanos [29]) was developed to handle systems with many degrees-of-freedom. It replaces the nonlinear dynamical system with a linear one implicitly assuming a Gaussian distribution for the response. The response of a nonlinear system to white noise, however, is usually non-Gaussian. Due to these limitations, these methods are unsuitable for clarifying the influence of noise on deterministic invariant manifolds.

In summary, the continued relevance of deterministic invariant manifolds under small random perturbations has not been well understood. As a consequence, the applicability of existing rigorous invariant manifold concepts to stochastically forced nonlinear mechanical systems has remained limited in practice. Moreover, numerical approaches for state space exploration tend to suffer from heuristic assumptions and high computational costs.

To address some of these issues, here, we apply tools derived by Haller et al. [30] to study diffusion in fluid flows. As Haller et al. [30] already noted, these tools can be applied to the Fokker–Planck equation governing the probability density function if the white noise has small intensity relative to the deterministic part of the system. Under that assumption, Haller et al. [30] identify diffusion barriers as material surfaces that extremize the diffusive transport of the probability density in the phase space. By the definition of these barriers, the transport of the probability density across them is purely driven by small stochastic perturbations of the otherwise deterministic system. Specifically, perfect barriers block the transport at leading order completely and thereby demarcate regions of the phase space that trajectories generally do not penetrate. Perfect barriers can be computed from purely deterministic quantities associated with the dynamical system, and hence computationally expensive numerical methods, such as Monte Carlo simulations, can be omitted.

We identify invariant manifolds of the limiting deterministic systems under small white noise excitation as barriers to the diffusive transport of the probability density function in the stochastic system. After transforming the Fokker–Planck equation to a suitable form, we extend the results of Haller et al. [30] to singular diffusion matrices, which unavoidably arise in mechanical systems² (§3). Thereafter, we study the asymptotic alignment of perfect barriers with SSMs and NHIMs in §4. Specifically, we prove that the transport of probability density across fast spectral submanifolds of the deterministic limit of the mechanical system is minimal at leading order, i.e., these manifolds act as perfect barriers for the probability density in the presence of small stochastic forcing. Furthermore, we show that the same conclusion holds for repelling NHIMs, which implies that hyperbolic slow manifolds act as barriers in backward time. We illustrate our results on specific nonlinear mechanical systems in §5.

²The underlying reason is that mechanical systems are customarily modelled by second-order differential equations and the Fokker–Planck equation requires a transformation to a first-order differential equation. This transformation extends the phase space by including velocities as coordinates. The velocities, however, are not forced by the stochastic terms and hence a singular diffusion matrix arises. We also note that the diffusion matrix \( D \) is given by \( D = BB^T \) and refer to equation (2.5) where the null space is apparent.
2. Setup

We consider a model of a general nonlinear mechanical system of the form

\[ \mathbf{Mx} + \mathbf{Cx} + \mathbf{Kx} + \mathbf{S}_0(x) + \mathbf{S}_1(x, \Omega t) = \sqrt{v}f(x, t), \quad 0 < v \ll 1, \quad \mathbf{x}, \dot{\mathbf{x}} \in \mathbb{U} \subset \mathbb{R}^N, \]  
(2.1)

where \( \mathbf{M}, \mathbf{C}, \) and \( \mathbf{K} \in \mathbb{R}^{N \times N} \) are the mass, stiffness and damping matrices and \( x(t) \) is the vector of generalized displacement variables. Equations (2.1) modelling a physical process are generally valid on a bounded domain, which we denote by \( \mathbb{U} \).

The function \( \mathbf{S}_0(x) = \mathcal{O}(|x|^2) \) consists of autonomous nonlinear terms. The time-varying terms \( \mathbf{S}_1(x, \Omega t) \) can include (nonlinear) parametric excitation as well as external forcing. The time dependence of \( \mathbf{S}_1 \) is assumed to be quasi-periodic with \( K \) incommensurate frequencies \( \Omega_k \), which includes the special cases of a steady \((K = 0)\) and a time-periodic \((K = 1)\) function \( \mathbf{S}_1 \). Moreover, we assume that \( \mathbf{S}_0 \) and \( \mathbf{S}_1 \) are at least five times continuously differentiable in space and \( \mathbf{S}_1 \) is at least continuously differentiable in time.

The right-hand side of equation (2.1) represents the stochastic excitation, with its differential defined as follows:

\[ df(x, t) = \sum_{m=1}^{M} f_m(x, t) dW_m, \quad m = 1, \ldots, M, \quad M \geq 1, \]  
(2.2)

where \( W_m \) are \( M \) uncorrelated Wiener processes. The vectors \( f_m(x, t) \) specify the direction in which the white noise acts. We assume that the forcing directions \( f_m(x, t) \) are continuous in space and time and bounded, which will be made more precise in the definition of a non-degenerate forcing matrix (see definition 4.1). In summary, the forcing in equation (2.1) can include external random forcing as well as random parametric forcing. Parametric random forcing has also been treated by Lin & Cai [22] and Soize [23], and such forcing has been observed in micro-electro-mechanical-systems (see Vig & Yoonkee [31] or Shoshani et al. [32]).

In this work, we establish the relevance of deterministic invariant manifolds for the stochastically perturbed nonlinear mechanical system (2.1). The connection between deterministic and stochastic dynamics is made via the Fokker–Planck equation governing the probability density function of system (2.1). Thus, we first introduce the Fokker–Planck equation for system (2.1). Subsequently, we briefly review SSMs and \( r \)-normally hyperbolic invariant manifolds (r-NHIMs). Due to their robustness both manifolds have been proven to be particularly relevant for analysing nonlinear dynamical systems, especially in the context of structural dynamics (cf. Jain et al. [7] and Haller & Ponsioen [6]).

(a) The Fokker–Planck equation of the nonlinear mechanical system (2.1)

To transform system (2.1) into an autonomous first-order form, we extend the phase space by letting

\[ \mathbf{y} := \begin{bmatrix} \mathbf{x} \\ \dot{\mathbf{x}} \end{bmatrix} \in \mathbb{R}^{2N}, \]  
(2.3)

and also define the velocity field

\[ \mathbf{v}(\mathbf{y}, \Omega t) := \begin{bmatrix} \dot{\mathbf{x}} \\ -\mathbf{M}^{-1} [\mathbf{Kx} + \mathbf{Cx} + \mathbf{S}_0(x) + \mathbf{S}_1(x, \Omega t)] \end{bmatrix} \in \mathbb{R}^{2N}. \]  
(2.4)

To express the forcing (2.2) in the first-order formulation of system (2.1), we define the vectors

\[ \mathbf{B}_m(x, t) := \begin{bmatrix} 0 \\ \mathbf{M}^{-1} f_m(x, t) \end{bmatrix} \in \mathbb{R}^{2N}, \quad m = 1, \ldots, M, \]  
(2.5)

which point in the direction in which the \( m \)th Wiener process acts. Subsequently, we collect the directions (2.5) in the matrix

\[ \mathbf{B} := [\mathbf{B}_1, \mathbf{B}_2, \ldots, \mathbf{B}_M] \in \mathbb{R}^{2N \times M}, \]  
(2.6)
and define a $m$-dimensional vector consisting of one-dimensional Wiener processes:

$$W = \left[ \begin{array}{c} W_1 \\ W_2 \\ \vdots \\ W_M \end{array} \right] \in \mathbb{R}^M,$$

(2.7)

With the velocity (2.4), the matrix (2.6) consisting of the directions of the stochastic perturbations (2.5) and the vector (2.7) of $m$ Wiener processes, the phase space variables of system (2.1) are governed by the stochastic differential equation:

$$dy = v \, dt + \sqrt{v} \, dB(y, t) \, dW, \quad 0 < v \ll 1,$$

(2.8)

where we have interpreted equation (2.1) in the sense of Itô (e.g., Williams et al. [33]). Our derivations are motivated by the nonlinear mechanical system (2.1); however, most of the following developments also apply for the more general, first-order system (2.8).

Alternatively, system (2.1) can be formulated as a stochastic differential equation utilizing the Stratonovich integral. By using Itô’s integral formula, the Stratonovich formulation can be written as follows:

$$dy = \left[ v(y, \Omega t) + \frac{\sqrt{v}}{2} \sum_{m=1}^{M} \nabla (B_m(y, t)) B_m(y, t) \right] dt + \sqrt{v} \frac{\partial B(y, t)}{\partial t} \, dW, \quad 0 < v \ll 1,$$

(2.9)

with an additional drift term (see Øksendal [34]). Calculating that additional term explicitly yields

$$\sum_{m=1}^{M} \nabla (B_m(y, t)) B_m(y, t) = \sum_{m=1}^{M} \left[ \frac{\partial}{\partial x} M^{-1} f_m(x, t) \frac{\partial}{\partial y} M^{-1} f_m(x, t) \right] \left[ \begin{array}{c} 0 \\ \frac{\partial}{\partial x} M^{-1} f_m(x, t) \frac{\partial}{\partial y} M^{-1} f_m(x, t) \end{array} \right] = 0.$$

(2.10)

Thus, the Itô and the Stratonovich formulation of the mechanical system with white noise (2.1) are identical.

Hence, for both formulations, the probability density function $p(y, t)$ satisfies the classic Fokker–Planck equation:

$$\frac{\partial p}{\partial t} + \nabla \cdot (pv(y, \Omega t)) = \frac{v}{2} \nabla \cdot (\nabla \cdot (BB^T p)), \quad p(y_0, t_0) = \delta(y_0).$$

(2.11)

where we have introduced the initial condition $\delta(y_0)$. We assume that the mixed partial derivatives of the initial condition up to order two have a finite $l_2$-norm, which holds, e.g., for the Gaussian distribution. In the context of the Fokker–Planck equation (2.11), the velocity $v(y, \Omega t)$ is often referred to as drift term (Risken [20]). The right-hand side of the Fokker–Planck equation (2.11) is denoted as diffusion term where the matrix $BB^T$ is replaced by the diffusion matrix

$$D := BB^T.$$

(2.12)

Haller et al. [30] formulate their findings for fluid flows in a Lagrangian setting. To utilize these results, we introduce the Lagrangian or material derivative $Dp/Dt := \dot{p}$ and rewrite the Fokker–Planck equation (2.11) in the following form:

$$\frac{Dp}{Dt} + p \nabla \cdot v = \frac{v}{2} \nabla \cdot (\nabla \cdot (Dp)).$$

(2.13)

(b) Spectral submanifolds for the nonlinear mechanical system (2.1)

To precisely define SSMs for the mechanical system (2.1), we first note that the deterministic limit of system (2.8) is given by

$$\ddot{y} = v(y, \Omega t).$$

(2.14)

For nonlinear oscillations, the time-dependent part of the vector field $S_1(x, \Omega t)$ is often small, i.e. $S_1(x, \Omega t) = \epsilon S_1(x, \Omega t)$ for some small parameter $\epsilon > 0$ (cf. Haller & Ponsioen [6]). This mathematical necessity ensures that the linearization of system (2.16) remains influential for
the full nonlinear system. To transform the autonomous nonlinearities \( S_0(x) \) and the small non-autonomous terms \( \varepsilon \hat{S}_1(x, \Omega t) \) into the first-order form, we introduce the following notation:

\[
G_0(x) := \begin{bmatrix} 0 \\ -M^{-1}S_0(x) \end{bmatrix} \quad \text{and} \quad G_1(x, \Omega t) := \begin{bmatrix} 0 \\ -M^{-1}\hat{S}_1(x, \Omega t) \end{bmatrix}.
\]  

(2.15)

With the definitions (2.15), equation (2.14) can be rewritten as follows:

\[
y = Ay + G_0(y) + \varepsilon G_1(y, \Omega t), \quad 0 < \varepsilon \ll 1.
\]

(2.16)

In the setting of equation (2.16), mechanical vibrations occur in the neighbourhood of the origin \( y = 0 \), which is a stable fixed point of the autonomous limit of equation (2.16). To compute forced responses in the linear settings, mechanical engineers perform modal analysis, i.e. decouple the linearization of system (2.1) into \( N \) independent oscillators. Geometrically, this approach projects system (2.1) into invariant planes spanned by the eigenvectors of the linearization. Haller & Ponsioen [6] have precisely defined conditions under which the linear picture can be continued to the full nonlinear system. In this nonlinear setting, the invariant planes from the linearization deform into low-dimensional invariant submanifolds. Such SSMs have been proven to be valuable for model-order reduction (Haller & Ponsioen [6]), system identification (Szalai et al. [35]) and calculation of the forced response (Breunung & Haller [8]). Existence, robustness and uniqueness of SSMs can be established by the results of Haller & Ponsioen [6], which are based on more abstract results on invariant manifolds of Cabrè et al. [36] and Haro & de la Lave [37].

To recall the results of Haller & Ponsioen [6], we label the eigenvalues of \( A \) by \( \{\lambda_j\}_{1 \leq j \leq 2N} \) and order them such that their real parts form the non-increasing sequence:

\[
\text{Re}(\lambda_{2N}) \leq \text{Re}(\lambda_{2N-1}) \leq \cdots \leq \text{Re}(\lambda_1) < 0.
\]

(2.17)

As indicated in equation (2.17), the real parts of the eigenvalues \( \lambda_j \) are negative, since as previously mentioned the origin of the autonomous limit of equation (2.16) (\( \varepsilon \to 0 \)) is assumed to be a stable fixed point. In the following, we consider invariant eigenspaces of the matrix \( A \), i.e. the autonomous (\( \varepsilon \to 0 \)) linearization of equation (2.16) at the origin. We denote such an eigenspace by \( E \) and its dimension by \( s := \dim(E) \). From the study by Haller & Ponsioen [6], we recall the definition of smooth nonlinear continuations of an eigenspace \( E \) as spectral submanifolds.

**Definition 2.1.** A SSM, \( W(E) \), corresponding to an eigenspace \( E \) of the linear part is an invariant manifold of system (2.16) with the following properties:

(i) \( W(E) \) has \( s + K \) dimensions\(^3\) and, for any fixed time \( t_0 \), the time-\( t_0 \) slice of \( W(E) \) perturb smoothly from \( E \) under the full nonlinear and \( O(\varepsilon) \) terms in system (2.16).

(ii) The manifold \( W(E) \) is the smoothest among all invariant manifolds with property (i).

To restate the main theorem of Haller & Ponsioen [6], we introduce the spectral quotient \( \Sigma(E) \) as follows:

\[
\Sigma(E) := \text{Int} \left( \frac{\min_{\lambda_j \in \text{spec}(A)} (\text{Re}(\lambda_j))}{\max_{\lambda_j \in \text{spec}(A)} (\text{Re}(\lambda_j))} \right),
\]

(2.18)

where the function \( \text{Int}(\cdot) \) extracts the integer part of its argument. The spectral quotient (2.18) gives the quotient of the minimal real part of the eigenvalues \( \lambda_j \) and the maximal real part of

\(^3\)Recall that \( K \) is the dimension of the frequency vector \( \Omega \).
all eigenvalues with their corresponding eigenspace included in the subspace $E$. The eigenvalues associated with the eigenspace $E$ are non-resonant, if

$$
\sum_{j=1}^{s} m_j \text{Re}(\lambda_{i_j}) \neq \text{Re}(\lambda_i), \quad \lambda_{i_j} \in \text{spec}(A|_E), \quad \lambda_i \notin \text{spec}(A|_E),
$$

$$
2 \leq \sum_{j=1}^{s} m_j \leq \Sigma(E), \quad m_j \in \mathbb{N}.
$$

The non-resonance conditions (2.19) require that low-order linear combinations of the real parts of the eigenvalues with their corresponding eigenvector included in the linear subspace $E$ are not equal to the real parts of the eigenvalues with their corresponding eigenvectors not included in $E$. We then have the following statement on the existence and persistence of SSMs of the unforced limit of general mechanical system (2.1).

**Theorem 2.2.** Assume that the non-resonance conditions (2.19) are satisfied for an eigenspace $E$. Then

1. The SSM, $W(E)$, for system (2.16) uniquely exists in the class of $C^{\Sigma(E)+1}$ manifolds.
2. The SSM is robust with respect to smooth changes in parameters.

**Proof.** This is a restatement of Haller & Ponsioen [6] deduced from more abstract results on invariant manifolds by Haro & de la Llave [37].

**Remark 2.3 (Autonomous SSMs).** The results from Haller & Ponsioen [6] are slightly stronger in the case that the deterministic system (2.16) is autonomous. The relevant spectral quotient is then defined as follows:

$$
\sigma(E) := \text{Int} \left( \frac{\min_{\lambda \in \text{spec}(A|_E)} |\text{Re}(\lambda)| - \text{spec}(A|_E) \langle \text{Re}(\lambda) \rangle}{\max_{\lambda \in \text{spec}(A|_E)} |\text{Re}(\lambda)|} \right).
$$

Comparing with the non-autonomous spectral quotient (2.18), the numerator of the autonomous spectral quotient (2.20) is restricted to eigenvalues with corresponding eigenvectors not included in $E$. The relevant non-resonance conditions are as follows:

$$
\sum_{j=1}^{s} m_j \lambda_{i_j} \neq \lambda_i, \quad \lambda_{i_j} \in \text{spec}(A|_E), \lambda_i \notin \text{spec}(A|_E), \quad 2 \leq \sum_{j=1}^{s} m_j \leq \sigma(E), \quad m_j \in \mathbb{N}.
$$

The non-resonance conditions (2.21) depend on the eigenvalues $\lambda_i$ and not just for the real part as in the non-autonomous case (cf. equation (2.19)). Thus, the non-resonance conditions for the autonomous case (2.21) are generally easier to satisfy than the resonance conditions in the non-autonomous case (2.19). The resulting SSM is time independent and tangent to the spectral subspace $E$ at the origin. For more details on SSMs, we refer to Haller & Ponsioen [6].

(c) **Normally hyperbolic invariant manifolds for the nonlinear mechanical system (2.1)**

NHIMs, initially proposed by Fenichel [38], have been also been extensively discussed by Wiggins [2]. For an in-depth treatment, detailed derivations and specific characterizations of NHIMs, we refer to the aforementioned literature. Moreover, Jain et al. [7] apply NHIMs in the structural dynamics context.

The most crucial characteristics of NHIMs can be quantified in terms of their influence on vectors in their tangent and normal space (cf. figure 1). NHIMs are normally attracting in the sense that the normal component of vectors initially in the normal space shrink along NHIMs. Moreover, this attraction dominates any rate inside the tangent space by a factor of $r$. More specifically, vectors in the tangent space of a NHIM shrink or grow $r$ times slower than normal components of normal vectors shrink. Hence, locally trajectories quickly settle on to the NHIM and lock on the slow flow inside the NHIM (cf. blue trajectories in figure 1)
3. Barriers to transport of the probability density \( p(y, t) \)

In the following, we discuss barriers to the transport of diffusive scalars by a velocity field \( \mathbf{v} \) and then refine the related results of Haller et al. [30] for mechanical vibrations. These results are stated for scalar concentration fields governed by an advection-diffusion equation. Thus, we first recast the transformed Fokker–Planck equation (2.13) into advection-diffusion form. We start by noting that the divergence of the velocity (2.4) is given by the sum of the diagonal entries of the damping matrix \( \hat{C} := \mathbf{M}^{-1} \mathbf{C} \), i.e.

\[
\nabla \cdot \mathbf{v} = - \sum_{j=1}^{N} \hat{C}_{jj} =: -c_0 = \text{const.} \tag{3.1}
\]

Furthermore, we rewrite the right-hand side of equation (2.13) using the product rule of the divergence operator \( \nabla \cdot (\mathbf{Dp}) = \mathbf{p} \cdot \nabla \cdot \mathbf{D} + \nabla \cdot \mathbf{D} \mathbf{p} \). The divergence of the diffusion tensor \( \mathbf{D} \) defined in equation (2.12) can be explicitly calculated to

\[
\nabla \cdot \mathbf{D} = \nabla \cdot \left( \sum_{m=1}^{M} \mathbf{B}(x, t) \mathbf{B}^T_m(x, t) \right) = \sum_{m=1}^{M} \nabla \cdot \begin{bmatrix} 0 & 0 \\ 0 & \mathbf{M}^{-1} \mathbf{f}_m(x, t) \mathbf{f}_m^T(x, t) \mathbf{M}^{-1} \end{bmatrix} = 0, \tag{3.2}
\]

where \( \nabla_x \) denotes the nabla operator restricted to the coordinates \( \mathbf{x} \). In summary, using equations (3.1) and (3.2), we recast equation (2.13) in the advection-diffusion form

\[
\frac{\partial \mathbf{p}}{\partial t} + \frac{\mathbf{v}}{2} \cdot (\nabla \mathbf{D} \mathbf{p}) = -c_0 \mathbf{p}. \tag{3.3}
\]

As previously mentioned, Haller et al. [30] work in a Lagrangian setting. To utilize this description, we introduce the deterministic flow map for system (2.14) by \( \mathbf{F}_{t_0}^t(y_0) \), which maps the initial conditions \( y_0 \) to their later position \( y(t) \) at time \( t \). Furthermore, the gradient of \( \mathbf{F}_{t_0}^t(y_0) \) with respect to the initial condition will be denoted by \( \nabla y_0 \mathbf{F}_{t_0}^t(y_0) \). With this notation, Haller et al. [30] consider a material surface:

\[
\mathcal{M}(t) = \mathbf{F}_{t_0}^t(M_0). \tag{3.4}
\]

The material surface \( \mathcal{M}(t) \) is initially (at \( t = t_0 \)) located at \( \mathcal{M}_0 \) and evolves under the flow of the velocity field \( \mathbf{v}(y, \Omega t) \). The leading-order transport through the material surface \( \mathcal{M}(t) \) can be
related to the transport tensor:

\[
T_b^l(y_0) := \frac{1}{2} \left[ \nabla_0 F_b^l(y_0) \right]^{-1} D(F_b^l(y_0), t) \left[ \nabla_0 F_b^l(y_0) \right]^{-T} = \frac{1}{2} \left[ \nabla_0 F_b^l(y_0) \right]^{-1} B(F_b^l(y_0), t) \left[ \nabla_0 F_b^l(y_0) \right]^{-1} B(F_b^l(y_0), t)^T, \quad t > t_0 \in \mathbb{R}. \tag{3.5}
\]

Since the transport tensor is of fundamental importance for the upcoming derivations, we dissect it into its elements to understand its physical meaning. For each initial condition \( y_0 \in M_0 \) the matrix \( B(F_b^l(y_0), t) \) preserves the directions of the Wiener processes at the time \( t \) and location \( y(t) = F_b^l(y_0) \in M(t) \) inside the time-evolving material surface \( M(t) \). The inverse of the linearized flow map or the pullback operator \( [\nabla_0 F_b^l(y_0)]^{-1} \) acting on the directions \( B(F_b^l(y_0), t) \) (cf. the definition of the transport tensor (3.5)) transform these directions back to the initial position \( y_0 \). Thus, left multiplying the matrix \( [\nabla_0 F_b^l(y_0)]^{-1} B(F_b^l(y_0), t) \) with a vector \( v \) based at \( y_0 \) yields an \( m \)-dimensional vector. Each entry indicates the strength of the direction \( B_m \) (cf. equation (2.5)) in the forward in time advected direction \( v(t) := \nabla_0 F_b^l(y_0)v_0 \). The transport tensor (3.5) finally is the Gram matrix of the matrix \( [\nabla_0 F_b^l(y_0)]^{-1} B(F_b^l(y_0), t) \). Hence, left and right multiplying it with two vectors \( v_0 \) and \( w_0 \) based at \( y_0 \) yields a weighted scalar product of the two forward in time advected vectors \( \nabla_0 F_b^l(y_0)v_0 \) and \( \nabla_0 F_b^l(y_0)w_0 \). The weights of the weighted scalar product are determined by the diffusion matrix \( D(F_b^l(y_0), t) \) at the time \( t \). In the following, the transport tensor (3.5) is utilized to measure the transport of the probability density \( p(y, t) \) in the normal space of the material surface \( M(t) \).

While Haller et al. [30] assume a positive definite transport tensor, the tensor \( D \) defined in equation (3.2) does generally not have full rank (see equation (2.5)). Therefore, the transport tensor \( T_b^l(y_0, t) \) in equation (3.5) is only positive semidefinite. Nevertheless, for the leading-order transport through, we can establish a result analogous to that of Haller et al. [30].

**Theorem 3.1.** Over the time interval \([t_0, t_1]\), the total transport \( \Sigma_{t_0}^{t_1} \) of the probability density \( p(y_0, t) \) through an arbitrary evolving material surface \( M(t) \) in the direction of one of its unit normal vectors \( n_0(y_0) \) is given by

\[
\Sigma_{t_0}^{t_1}(n_0) = \nu \int_{t_0}^{t_1} \int_{M_0} n_0^T T_b^l(y_0) \nu_{y_0} \, dA \, dt + \nu^p C(t_1), \quad n_0 \in N_{y_0}, \quad |n_0| = 1, \tag{3.6}
\]

where \( dA \) refers to the area element along \( M_0 \); \( N_{y_0} \) denotes the normal space of \( M_0 \) at the point \( y_0 \); \( p > 1 \) and \( C(t_1) \) denote constants depending on the time interval \([t_0, t_1]\).

**Proof.** We detail the proof in Appendix Aa.

**Remark 3.2.** For arbitrarily large times \( t_1 \), there exists some (possibly small) \( \nu \) such that the \( \nu^2 \) terms in equation (3.6) are small compared with the leading order terms. Hence, theorem 3.1 allows us to study the leading-order transport for arbitrarily large time intervals, provided that the stochastic forcing can be chosen arbitrarily small.

From our earlier explanations, it follows that the transport \( \Sigma_{t_0}^{t_1}(n_0) \) defined in equation (3.7) sums diffusion weighted inner product of the forward in time advected normal vector \( n_0 \) and the gradient of the initial condition \( \nabla_{y_0}p_0 \) over the material surface \( M(t) \) and time interval \([t_0, t_1]\).

The normal vector \( n_0 \) and the gradient of the initial condition \( \nabla_{y_0}p_0 \) are independent of time, and hence, the transport \( \Sigma_{t_0}^{t_1}(n_0) \) can be simplified by introducing the averaged transport tensor as follows:

\[
T_b^l(y_0) := \frac{1}{t_1 - t_0} \int_{t_0}^{t_1} T_b^l(y_0) \, dt. \tag{3.7}
\]

Then, following the arguments of Haller et al. [30], theorem 3.1 establishes that the largest possible, time averaged, leading-order diffusive transport through the material surface \( M_0 \) is given by

\[
\mathcal{E}(M_0) = \frac{\int_{M_0} \max_{n_0 \in N_{y_0}, M_0, |n_0|=1} \left| n_0^T (y_0) T_b^l(y_0) \nu_{y_0} \right| dA_0}{\int_{M_0} dA_0}. \tag{3.8}
\]
Taking the maximum in equation (3.8) ensures that the transport is indeed maximal. Expression (3.8) extends the results derived by Haller et al. [30] to positive semidefinite diffusion matrices \(\mathbf{D}\) and material surfaces of arbitrary codimension.

Haller et al. [30] identify perfect barriers as codimension-one material surfaces completely blocking the diffusive transport at leading order. By equation (3.8), such perfect barriers in our setting satisfy the condition

\[
(n_0(y_0), \mathbf{T}_h^i(y_0) \mathbf{v}_{0|p_0}) = (\mathbf{T}_h^i(y_0) n_0(y_0), \mathbf{v}_{0|p_0}) = 0, \quad y_0 \in \mathcal{M}_0,
\]

\[
n_0(y_0) \in N_{y_0} \mathcal{M}_0, \quad |n_0(y_0)| = 1.
\]

Condition (3.9) implies that the vector \(\mathbf{T}_h^i(y_0) \mathbf{v}_{0|p_0}\) must be orthogonal to \(n_0(y_0)\) or, equivalently, the vector \(\mathbf{T}_h^i(y_0) n_0(y_0)\) orthogonal to the gradient of the initial condition \(p_0(y_0)\). Due to the lack of exact solutions to condition (3.9), numerical or approximative solutions have to be obtained (see Haller et al. [30]). If the norm of the transport tensor \(\mathbf{T}_h^i(y_0)\) or initial gradient \(\mathbf{v}_{0|p_0}(y_0)\) is small, equation (3.9) is approximately satisfied by any choice for the normal vector \(n_0\). However, it is interesting to find surfaces such that their normal directions ensure locally minimal transport in the phase space. Therefore, we conclude that for approximate solutions and numerical simulations, the following normalized version of condition (3.9) is more suitable:

\[
n_0^T(y_0) \mathbf{T}_h^i(y_0) \mathbf{v}_{0|p_0} \frac{1}{||\mathbf{v}_{0|p_0}||} = 0, \quad y_0 \in \mathcal{M}_0, n_0(y_0) \in N_{y_0} \mathcal{M}_0, \quad ||n_0(y_0)|| = 1.
\]

Equation (3.10) is equivalent to condition (3.9) if the gradient of the initial condition \(p_0\) is non-zero.

4. Alignment of barriers and invariant manifolds

In the following, we will investigate whether the condition (3.10) for perfect barriers are asymptotically met along invariant manifolds of the deterministic dynamical systems (2.14). Our first result gives conditions on an inflowing invariant manifold \(\mathcal{M}_0\) of the deterministic system (2.14) to act as barriers under the addition of the small noise terms. Subsequently, we apply this result to two important classes of robust invariant manifolds, rNHIMs (cf. Fenichel [38]) and SSIMs (cf. Haller & Ponsioen [6]).

We consider inflowing invariant manifolds \(\mathcal{M}\), i.e. manifolds \(\mathcal{M}\) that are forward time invariant for the flow map of the deterministic system (2.14). This requires that \(F^t_{y(0)}(\mathcal{M}) \subset \mathcal{M}\) for all \(t > t_0\) and that the velocity field (2.4) points strictly inward on the boundary \(\partial\mathcal{M}\) for all times.

Along \(\mathcal{M}\), we denote the tangent space of \(\mathcal{M}\) at the point \(y(t) := F^t_{y(0)}(y_0)\) by \(T_{y(t)}\mathcal{M}\) and the normal space by \(N_{y(t)}\mathcal{M}\). Furthermore, we define the orthogonal projections from the phase space \(\mathbb{R}^{2N}\) into the normal and tangent space at point \(y(t)\) by

\[
\Pi_{T_{y(t)}\mathcal{M}} : \mathbb{R}^{2N} \rightarrow T_{y(t)}\mathcal{M}, \quad \Pi_{N_{y(t)}\mathcal{M}} : \mathbb{R}^{2N} \rightarrow N_{y(t)}\mathcal{M}, \quad y(t) \in \mathcal{M}, \quad t > t_0.
\]

To quantify normal attraction or repulsion along \(\mathcal{M}\), we follow the ideas of Fenichel [38] for inflowing invariant manifolds and define the linear mapping between normal spaces as follows:

\[
N_{y_0} : N_y\mathcal{M} \rightarrow N_{y(t)}\mathcal{M},
\]

\[
\Pi_{N_{y(t)}\mathcal{M}}[\mathbf{v}_0 F_t^i(y_0)]^{-1} \mathbf{v}_t \rightarrow \mathbf{v}_0.
\]

In the mapping (4.2), the inverse of the linearized flow map \([\mathbf{v}_0 F_t^i(y_0)]^{-1}\) acting on the vector \(\mathbf{v}_t\) inside the normal space at time \(t\) pulls this vector back to the initial position \(y_0\). Subsequently, the
projection \( P_{N_{t_0}} \mathcal{M} \) ensures that the resulting vector is indeed in the normal space \( N_{t_0} \). The norm of \( N_{t_0} \) quantifies normal expansion and contraction along \( \mathcal{M}_0 \), with its asymptotic limit given by generalized Lyapunov number (Fenichel [38])

\[
\eta(y_0) := \lim_{t \to \infty} \sup_{t_0} \left[ \frac{\|N_{t_0}(t)\|^{1/(t-t_0)}}{\|w(t)\|} \right] = \lim_{t \to \infty} \left( \max_{w \in N_{t_0}} \frac{\|N_{t_0}(t)w\|}{\|w\|} \right).
\]

(4.3)

We note that the generalized Lyapunov number is constant along trajectories and hence only depends on the forward limit set of \( \mathcal{M} \) (Fenichel [38] or Wiggins [2]).

In addition, we define a Lyapunov-type exponent for the \textit{full} backward time trajectory \( F_{t_0}^t(F_{t_0}^t(y_0)) \) by

\[
\mu_{\text{max}}(y_0) := \lim_{t \to \infty} \frac{1}{t-t_0} \log \left( \max_{u \in \mathbb{R}^{2N} \setminus \{0\}} \frac{\|\nabla F_{t_0}(y_0)\|^{-1}u}{|u|} \right).
\]

(4.4)

The aforementioned quantity provides an upper bound for the usual Lyapunov exponents:

\[
\mu(y_0, u) := \lim_{t \to \infty} \frac{1}{t-t_0} \log \left( \frac{\|\nabla F_{t_0}(y_0)\|^{-1}u}{|u|} \right).
\]

(4.5)

For a detailed treatment of Lyapunov exponents, we refer to the studies by Chicone [39] or Oseledec [40]. Similar to the generalized Lyapunov numbers, the Lyapunov exponents and the Lyapunov type are constant along trajectories and only depend on the limit set of a family of trajectories.

We emphasize the \( \limsup \) in our definitions (4.3) and (4.4). Indeed, whether the limit of Lyapunov exponents in definition (4.5) exists is non-trivial, as shown by Oseledec multiplicative ergodic theorem [40]. Applying this theorem requires detailed knowledge about an invariant measure for the dynamical system (2.14), as Ott & Yorke [41] point out. In addition, they demonstrate on a nonlinear dynamical system that the limit of equation (4.5) does not exist in general.

To formulate our key technical lemma, let us introduce the notion of a \textit{non-degenerate} forcing matrix \( B(F_{t_0}^t(y_0), t) \).

\textbf{Definition 4.1.} The forcing matrix \( [\nabla_0 F_{t_0}^t(y_0)]^{-1} B(F_{t_0}^t(y_0), t) \) is \textit{non-degenerate} if the following two conditions are met.

1. The matrix \( B \) is bounded, i.e. there exists a constant \( c_B > 0 \) such that

\[
\|B(x, t)\| < c_B, \quad x \in U, \quad t \in \mathbb{R}.
\]

(4.6)

2. There exists a direction \( u^*(y_0) \in \mathbb{R}^{2N} \) with \( |u^*(y_0)| = 1 \), a constant \( C_B > 0 \) and, for all \( y_0 \in \mathcal{M}_0 \), there exists a time instant \( t^*(y_0) > t_0 \) such that

\[
\|u^*(y_0)(\nabla_0 F_{t_0}^t(y_0))^{-1} B(F_{t_0}^t(y_0), t)\| \geq C_B e^{\mu_{\text{max}}(y_0)(t-t_0)} \quad t > t^*(y_0), \quad \text{for all } y_0 \in \mathcal{M}.
\]

(4.7)

\textbf{Remark 4.2.} Let us remark that, if the trajectory \( F_{t_0}^t(y_0) \) approaches a fixed point, \( (u^*)^T \) denotes a projection into the direction with maximal backward time Lyapunov-type exponent and condition (4.7) requires the forcing \( B \) to excite this direction.

Equation (4.7) requires to advect the forcing \( B \) along the trajectory \( F_{t_0}^t(F_{t_0}^t(y_0)) \) backwards to \( t_0 \). It suffices, however, to verify condition (4.7) along the forward time limit set in \( \mathcal{M}(t) \). Moreover, we emphasize that equation (4.7) is purely deterministic and hence can be checked numerically without solving a stochastic system.

With the notion of the Lyapunov-type exponents (4.4) and the generalized Lyapunov-type number (4.3), we are now ready to state our technical main result.
Lemma 4.3. Assume that there exists an inflowing invariant manifold \( \mathcal{M}_0 \in \mathcal{U} \) for the deterministic system (2.14) and assume that the forcing matrix \( \mathbf{B}(\mathbf{F}_0^{1}(y_0), t) \) is non-degenerate in the sense of definition 4.1. If the inequalities
\[
\log(\eta(y_0)) < \mu_{\max}(y_0), \quad \mu_{\max}(y_0) > 0, \quad \forall y_0 \in \mathcal{M}_0,
\] hold, then \( \mathcal{M}_0 \) is asymptotically a perfect barrier, i.e. satisfies the perfect barrier condition (3.10) asymptotically as \( t \to \infty \) for all \( y_0 \in \mathcal{M}_0 \).

Proof. We detail the proof in Appendix A4.

Remark 4.4. The Lyapunov exponents and generalized Lyapunov numbers are constant along trajectories, and therefore, the condition of lemma 4.3 only needs to be verified at the forward time limit set of trajectories. The exponent \( \mu_{\max} \) quantifies maximal growths or minimal shrinkage of perturbations to the trajectory \( \mathbf{F}_0^t(\mathbf{F}_0^{1}(y_0)) \) in backward time. Therefore, condition (4.8) requires that perturbations at \( \mathbf{F}_0^{1}(y_0) \) in at least one direction grow as time marches backwards, i.e. decay in forward time. The number \( \eta(y_0) \) quantifies normal growth or shrinkage. In the case of normal repulsion in forward time, \( \eta(y_0) \) is smaller than one and hence its logarithm is negative. Therefore, condition (4.8) is satisfied, if \( \mathcal{M}_0 \) is either repelling (\( \log(\eta(y_0)) < 0 \)) or weakly attracting (\( 0 < \log(\eta(y_0)) < |\mu_{\max}(y_0)| \)).

Remark 4.5. We have focused our derivations on the general mechanical system (2.1). Lemma 4.3, however, is more general. It applies to the diffusion of any scalar quantity, which can be modelled by the advection-diffusion equation (3.3).

Lemma 4.3 can be used to establish the relevance of various types of invariant manifolds of the deterministic system (2.14) under small stochastic excitations. Due to their robustness, \( r \)-NHIMs and SSMs have been proven to be particularly relevant for analyzing nonlinear dynamical systems, especially in the context of structural dynamics (cf. Jain et al. [7] and Haller & Ponsioen [6]). The results on \( r \)-NHIMs, established by Fenichel [38], apply to compact inflowing invariant manifolds of the autonomous system (2.14). Based on remark 4.4 and the repelling nature of inflowing \( r \)-NHIMs, we expect the persistence of these \( r \)-NHIMs as perfect transport barriers. Indeed, applying lemma 4.3 to NHIMs, we obtain the following theorem.

Theorem 4.6. Assume that there exists an inflowing, \( r \)-NHIM \( \mathcal{M} \) with \( \mu_{\max}(y_0) > 0 \) for the deterministic system (2.14) and the forcing matrix \( \mathbf{B}(\mathbf{F}_0^{1}(y_0), t) \) is non-degenerate in the sense of definition 4.1. Then, \( \mathcal{M} \) is asymptotically a perfect barrier, i.e. satisfies the perfect barrier condition (3.10) asymptotically as \( t \to \infty \) for all \( y_0 \in \mathcal{M} \).

Proof. We detail the proof in Appendix A4.

Remark 4.7. By reversing time in theorem 4.6, we conclude that overflowing attracting NHIMs are barriers for the stochastically forced system (2.1), if the forcing directions are not degenerate. Overflowing and \( r \)-normally hyperbolic invariant provide a rigorous tool to reduce the dynamics of a nonlinear mechanical system to a slow manifold. Since overflowing \( r \)-NHIMs are inflowing \( r \)-NHIMs in backward time, theorem 4.6 establishes the relevence of these slow manifolds as diffusion barriers in backward time. A material surface minimizing transport in backward time maximizes the transport in forward time. Thereby, we conclude that attracting NHIMs are asymptotically transport maximizers. This confirms the intuition from the deterministic system for which trajectories are attracted to and accumulate on the NHIM. Intuitively, one would then expect that for small random perturbations it is very likely that a realization of the stochastic process penetrates the NHIM. With our derivations, we confirm that this deterministic intuition is indeed justified.

Remark 4.8. If \( \mu_{\max}(y_0) \) is negative along an \( r \)-NHIM, then the transport tensor \( \mathbf{T}_0^t(\mathbf{F}_0^{1}(y_0)) \) decays towards zero, which implies that the unnormalized perfect barrier condition (3.9) holds. This is due to the fact that the integrand in definition (3.5) is bounded by a decaying exponential (see
the bounds (A 26) and (A 29) in Appendix A(b). Therefore, the integral in equation (3.7) is upper-bounded by a constant and vanishes after taking the time average. Therefore, an r-NHIM with \( \mu_{\text{max}}(y_0) < 0 \) satisfies equation (3.9) asymptotically as \( t \to \infty \) for all \( y_0 \in M_0 \).

For the autonomous case (i.e. \( \epsilon = 0 \) in equation (2.16)), we apply lemma 4.3 to an SSM, \( W(E) \), tangent to the subspace \( E \) and obtain the following.

**Theorem 4.9.** Assume that the deterministic system (2.16) is autonomous, the non-resonance conditions (2.21) are satisfied for an eigenspace \( E \) of the origin (i.e. the SSM exists) and that the forcing matrix \( B(0,t) \) is non-degenerate (cf. definition 4.1). If all directions not included, \( E \) decays slower than the fastest decay rate, i.e.

\[
\text{Re}(\lambda_{2N}) < \min_{\lambda \in \text{spec}(A) - \text{spec}(A_L)} \text{Re}(\lambda),
\]

then the SSM \( W(E) \) is asymptotically a perfect barrier, i.e. satisfies the perfect barrier condition (3.10) asymptotically as \( t \to \infty \) for all \( y_0 \in M_0 \).

*Proof.* We apply lemma 4.3 to points inside the stable manifold of the origin. We detail the derivations in Appendix A(d).

To illustrate condition (4.9), we sketch the possible eigenvalue configuration in figure 2. Fast SSMs of arbitrary dimension (e.g. \( W(E_1) \) in figure 2) satisfy the condition (4.9) of theorem 4.9. The intermediate SSM \( W(E_2) \) depicted in figure 2 also satisfies condition (4.9) since the fastest decaying directions are included in the subspace \( E_2 \). For the two-dimensional slow SSM, \( W(E_3) \) condition (4.9) is not satisfied.

**Remark 4.10 (non-autonomous systems).** Theorem 4.9 can be extended to the non-autonomous setting (i.e. \( \epsilon > 0 \) in equation (2.16)) as well. Compared with our derivations in Appendix A(d), the forward time limit set will be a quasi-periodic orbit \( y_\epsilon \), for which the numbers \( \eta(y_\epsilon) \) and \( \mu_{\text{max}}(y_\epsilon) \) need to be computed. For small \( \epsilon > 0 \), the quasi-periodic orbit \( y_\epsilon \) is normally hyperbolic, and thus by the persistence of the Lyapunov-type numbers established by Fenichel [38], \( \eta(y_\epsilon) \) and \( \mu_{\text{max}}(y_\epsilon) \) are \( \mathcal{O}(\epsilon) \) close to their values evaluated for the autonomous limit \( \epsilon \to 0 \). For the autonomous limit \( \epsilon \to 0 \), the quasi-periodic orbit is the origin for which \( \eta(0) \) and \( \mu(0) \) can be computed explicitly (cf. Appendix A(d)). Thus, if the autonomous limit of equation (2.16) satisfies the assumptions of theorem (d), then the SSM \( W(E) \) for the non-autonomous system is asymptotically a perfect barrier.

5. Numerical examples

In the following, we verify our theoretical findings from §4 and demonstrate numerically that deterministic manifolds are of continued relevance under small stochastic excitation. As proven in
Figure 3. Phase space of the autonomous limit of system (5.1) and sampled phase space for the numerical investigations. (a) Fixed points and heteroclinic connection of system (5.1) with the parameters (5.2). (b) r-NHIM and counting variable for $10^6$ realizations of equation (5.1). (Online version in colour.)

§4. r-NHIMs and fast SSMs can serve as perfect barriers for the stochastically excited mechanical system. For illustrative purposes, we start with the classical Duffing oscillator. Subsequently, we proceed to an example with two degrees-of-freedom (i.e. four dimensions).

(a) Duffing oscillator

We illustrate the relevance of r-NHIMs and fast SSMs as barriers on the stochastically excited classical Duffing oscillator

$$\ddot{q} + c\dot{q} + kq + \kappa q^3 = \sqrt{\nu} f, \quad \int_{t_0}^t f\, dt = \int_{t_0}^t dW,$$

with parameters

$$c = 3.5, \quad k = -1, \quad \kappa = 1.$$  

The autonomous limit of system (5.1) has two stable fixed points at $\ddot{q} = 0$ and $q = \pm 1$ and a saddle type fixed point at $\ddot{q} = q = 0$. The unstable manifold of the saddle at the origin connects to the slow stable direction of the two other fixed points (cf. figure 3a). This heteroclinic connection is an attracting NHIM, which we denote by $M_0$. In backward time, the maximal Lyapunov exponent of all trajectories inside $M_0$ is given by the negative decay rate at the saddle point, which is positive. The forcing vector of the phase space equivalent of system (5.1), see also equation (2.5), is not orthogonal to the decaying direction at the fixed saddle point and hence the forcing is non-degenerate. Therefore, theorem 4.6 together with remark 4.7 applies and we expect maximal transport across $M_0$.

Setting $\sqrt{\nu} = 0.01$, we simulate $10^6$ realizations of the stochastic system (5.1) for $t_1 = 10$ time units with the forward Euler scheme. Moreover, we draw the initial condition from a Gaussian distribution centred at the stable fixed point $q = 1$ with a standard deviation of one. Since $M_0$ enables transport of the probability density, it also maximizes the crossing of realizations of the random process (5.1). Therefore, we expect that trajectories of the random process (5.1) accumulate at $M_0$. To demonstrate an accumulation of trajectories, we discretize time and phase space of system (5.1). We divide the phase space into boxes and count the number of realizations in a given box for a given time instance. By summing this number for all time instances, we obtain a counting variable for each box, which we depict in figure 3b. As predicted by theorem 4.6, trajectories often cross $M_0$ and therefore they stay close to $M_0$.

For the forward time direction, there exists a fast SSM tangent to the fast decaying direction of the stable fixed point at $q = 1$. According to theorem 4.9, the transport of probability density across this fast SSM is minimal. To demonstrate minimal transport, we search the phase space of system (5.1) for a barrier with minimal transport numerically. We start by attaching a small line
Figure 4. Fast SSM, r-NHIM and numerically identified barriers for the Duffing oscillator (5.1), with small intensity $\sqrt{\nu} = 0.01$. (a) Fast SSM and numerically identified barrier with minimal transport and (b) r-NHIM and numerically identified enhancer with maximal transport. (Online version in colour.)

segment with a fixed length to the fixed point and vary the position of the end point of the line segment such that the number of realizations crossing this line is minimal. Having found such a line, we iteratively grow the barrier by attaching a new line segment to the end of the barrier such that the number of realizations crossing the new line segment is again minimal.

We depict the identified line with minimal transport in figure 4a and observe a close match with the fast SSM as predicted by theorem 4.9. Numerically searching for a enhancer with maximal number of trajectory crossings in a similar manner, we obtain the black curve in figure 4b. The enhancer with maximal number of trajectory crossings aligns closely with the r-NHIM as predicted by theorem 4.6.

Throughout our derivations, we rely on the fact that the stochastic terms are small. In system (2.1), this smallness is expressed by the small parameter $\sqrt{\nu}$ scaling the noise terms. To stress the importance of this assumption, we increase the parameter $\sqrt{\nu}$ to 0.1, repeat our investigations for the Duffing oscillator (5.1) and depict our results in figure 5. Similar to the case with a smaller $\sqrt{\nu}$, the counting variable is high close to the r-NHIM. Thus, trajectories are still attracted to the NHIM. However, frequently visited phase space locations, indicated by a high counting variable, are more distant to the NHIM compared with the case with smaller noise intensity (cf. figure 4). This is expected as the stronger stochastic perturbation can induce larger deviations from the attracting r-NHIM. Moreover, the numerically identified barrier with maximal crossings starts to deviate from the r-NHIM and, similarly, the barrier with minimal crossings departs from the fast SSM. This indicates that the applicability of our theorems 4.6 and 4.9, based on the assumption of small noise terms, deteriorates. However, even for the noise intensity $\sqrt{\nu} = 0.1$ barriers with maximal and minimal crossings are still in the general vicinity of the deterministic invariant manifolds. We expect that for increasing noise intensities, this misalignment will generally grow.

(b) Multi-dimensional example

As an mechanical system with a r-NHIM, we select an extension of the single-degree-of-freedom Duffing oscillator (5.1) of the form

$$\ddot{\mathbf{q}} + \begin{bmatrix} \epsilon & 0 \\ 0 & \epsilon \end{bmatrix} + \begin{bmatrix} k + \epsilon & -\epsilon \\ -\epsilon & k + \epsilon \end{bmatrix} \mathbf{q} + \begin{bmatrix} \kappa \overline{q}_1^2 \\ \kappa \overline{q}_2^2 \end{bmatrix} = \begin{bmatrix} 0 \\ \sqrt{\nu} \end{bmatrix} f, \quad \int_0^t f \, dt = \int_0^t dW,$$

where the random excitation acts on the second degree-of-freedom only. The coupling stiffness $\epsilon$ is assumed to be small.

For the limit $\epsilon \to 0$, both degrees of freedom are decoupled and their phase space is structured, as depicted in figure 3a. This implies that in the phase space of each degree of freedom individually, there exists a one-dimensional r-NHIM. From this geometry, we conclude that inside
Figure 5. Fast SSM, r-NHIM and numerically identified barriers for the Duffing oscillator (5.1) with larger noise intensity $\sqrt{\nu} = 0.1$. (a) Fast SSM and numerically identified barrier with minimal transport and (b) r-NHIM and numerically identified enhancer with maximal transport. (Online version in colour.)

Figure 6. Slow manifold and frequently visited phase space locations inside the trap $q_2 = 0$. (a) Intersection of slow manifold and the hyperplane $q_2 = 0$, (b) slow manifold (green) and the 200 most frequently visited phase space locations inside the hyperplane $q_2 = 0$. (Online version in colour.)

the four-dimensional phase space, there is a two-dimensional r-NHIM for the limit $\varepsilon \to 0$. Since r-NHIMs are robust to smooth perturbations (Fenichel [38]), the two-dimensional r-NHIM survives for small values of $\varepsilon$. In the following, we select $\varepsilon = 0.1$ and the parameters (5.2).

To compute an approximation of the two-dimensional slow manifold, we initialize trajectories close to the saddle equilibrium at the origin. Since the origin is on the slow manifold and the r-NHIM is attracting, we infer that trajectories will closely follow the slow manifold. Thereby, these trajectories serve as a good approximation of the r-NHIM. We obtain these trajectories by numerically integrating system (5.3) without stochastic load (i.e. $\nu \to 0$). Subsequently fitting a surface through these trajectories, we obtain an approximation of the slow manifold. Since the r-NHIM is embedded in a four-dimensional space, it can only be displayed by taking appropriate cross sections or projections. We depict the cross section of the slow manifold with the hyperplane $q_2 = 0$ in figure 6a.

Similar to §(a), we simulate $10^6$ realizations of the random dynamical system (5.3) for $t_f = 10$ time units with the forward Euler scheme. Once again, we draw the initial condition from a Gaussian distribution centred at the stable fixed point $q_1 = q_2 = 1$ with a standard deviation of one and set $\sqrt{\nu} = 0.01$. By the transport enhancing property of the r-NHIM predicted by theorem 4.6 and remark 4.7, we expect trajectories to stay close to the slow manifold. To verify this
numerically, we calculate the counting variable, as described in §(a), inside the three-dimensional hyperplane \( q_2 = 0 \) on a three-dimensional grid. In this case, the counting variable cannot be easily visualized by an intensity plot. Therefore, we choose to colour the 200 phase space volumes with the highest value of the counting variable inside the trap blue in figure 6b. As predicted by theorem 4.6 and remark 4.7, trajectories concentrate close to the \( r \)-NHIM.

6. Conclusions

We have shown that deterministic invariant manifolds of general nonlinear mechanical systems are of continued relevance if small, white noise perturbations are added. To this end, we have applied and extended the concept of diffusion barriers from fluid mechanics, which are material surfaces minimizing diffusive transport (Haller et al. [30]), to stochastically excited nonlinear mechanical systems. Our results reveal that fast SSMs and \( r \)-normally hyperbolic invariant manifolds, two important and robust invariant manifolds for applications in dynamical systems, asymptotically serve as diffusion barriers. From the transport-hindering character of these surfaces, we conclude that these objects demarcate phase space regions that trajectories of the random dynamical system generally do not penetrate.

We obtain that spectral submanifolds associated with a stable equilibrium generally serve as asymptotic barriers to diffusive transport, unless the slowest decaying directions are included in the SSM. This indicates that these SSMs, initially proposed for model-order reduction of deterministic systems, remain relevant under the addition of small white noise terms. Specifically they are observable in a more realistic, experimental setting. We illustrate the asymptotic alignment of perfect barriers with a fast SSM on an explicit numerical example.

The alignment of repelling \( r \)-normally hyperbolic invariant manifolds and perfect barriers establishes the relevance of slow manifolds as diffusion barriers in backward time. Thereby, the deterministc phase space geometry of a slow manifold as a strongly repelling structure in backward time is robust with respect to small, white noise perturbations. Since slow SSMs can be \( r \)-NHIMs for the reversed-time flow, the robustness of \( r \)-NHIMs can also establish the continued relevance of slow SSMs as asymptotic diffusion barriers for the stochastically perturbed system.

Our analytical treatment reveals the importance of fast SSMs and \( r \)-normally hyperbolic invariant manifolds without the use of numerics. This enables an extension of the deterministic phase space geometry to the stochastic setting, without relying on extensive numerics such as Monte Carlo sampling.

As future continuation of our analysis, we envision an extension to extract information about the steady-state response of nonlinear mechanical systems subject to small white noise excitation. Indeed, in engineering applications, the steady-state response of the mechanical systems is an important design criterion and performance indicator.
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Appendix A

(a) Proof of theorem 3.1

To prove theorem 3.1, we follow the derivations of Haller et al. [30] and consider the rate of change of probability density in an enclosed volume:

$$\frac{d}{dt} \int_{V(t)} p(y, t) \, dV = \frac{d}{dt} \int_{V_0} p(F^*_0(y_0), t) \det(\nabla F^*_0(y_0, t)) \, dV_0. \quad (A 1)$$

Liouville’s formula (cf. Chicone [39]) gives

$$\det(\nabla F^*_0(y_0, t)) = \exp \left( \int_{t_0}^{t} \nabla \cdot v(F^*_0(y_0), \Omega \delta) \, ds \right) = e^{-\phi(t-t_0)}, \quad (A 2)$$

where we have used the divergence of the mechanical system (3.1). Denoting the probability density $\hat{p}(y_0, t) := p(F^*_0(y_0), t)$ in Lagrangian coordinates, we transform equation (A 1) to Lagrangian coordinates yielding

$$\frac{d}{dt} \int_{V(t)} p(y, t) \, dV = \int_{V_0} [\hat{\partial}_t \hat{p}(y_0, t) - c_0 \hat{p}(y_0, t)] e^{-\phi(t-t_0)} \, dV_0. \quad (A 3)$$

To transform the advection–diffusion equation (3.3) into Lagrangian coordinates, we use the explicit formulas of Tang and Boozer [42] as well as Thiffeault [43],

$$\hat{\partial}_t \hat{p}(y_0, t) = v \nabla_0 \cdot (T^*_0 \nabla_0 \hat{p}(y_0, t)). \quad (A 4)$$

Taking the time derivative of the variable $\hat{\mu}(y_0, t) := e^{-\phi(t-t_0)} \hat{p}(y_0, t)$ yields

$$\partial_t \hat{\mu}(y_0, t) = (\hat{\partial}_t \hat{p}(y_0, t) - c_0 \hat{p}(y_0, t)) e^{-\phi(t-t_0)} = v \nabla_0 \cdot (T^*_0 \nabla_0 \hat{\mu}(y_0, t)) \quad (A 5)$$

With equation (A 5), we rewrite the rate of change of probability density in phase space volume (A 3) as follows:

$$\frac{d}{dt} \int_{V(t)} p(y, t) \, dV = \int_{V_0} v \nabla_0 \cdot (T^*_0 \nabla_0 \hat{\mu}(y_0, t)) \, dV_0 = \int_{\partial V_0} v(D \nabla_0 \hat{\mu}(y_0, t), n(y(t))) \, dA_0, \quad (A 6)$$

where we have used the divergence theorem and the last integral denote the surface integral over the $2N-1$ dimensional boundary $\partial V(t)$ of the $2N$ dimensional volume $V(t)$.

In the following, we show that the arguments from Haller et al. [30] can be extended to account for surfaces with codimension higher than one. For any material surface $M_0$, we can select a volume $V_0$ such that the material surface $M_0$ is part of the boundary of $V_0$. Then, the total flux over the boundary of $V(t) = F^*_0(V_0)$ is given by the integral (A 6). The total flux through the boundary $\partial V_0$ can be written as a summation over subsets of $\partial V_0$. Thereby the individual contribution of the subset $M(t) \subset \partial V(t)$ to the total flux over the time interval $[t_0, t_1]$ is given by

$$\Sigma^{t_1}_{t_0}(M_0, N_0M_0) := v \int_{\hat{\mu}} \int_{M_0} \left( T^*_0 \nabla_0 \hat{\mu}(y_0, t), n(y_0) \right) \, dA \, dt, \quad n(y_0) \in N_0 \hat{M}(t). \quad (A 7)$$

Contrary to Haller et al. [30], our formula (A 7) depends on the specific choice of unit normal vectors inside the normal bundle $N_0 \hat{M}(t)$. 

Taking the gradient of equation (A 5) as an integrate in time, we obtain
\[ \nabla_0 \tilde{\mu}(y_0, t) = \nabla_0 p(y_0) + v \int_{t_0}^t \nabla_0 [\nabla_0 \cdot (T_{y_0}^t \nabla_0 \tilde{\mu}(y_0, s))] ds, \] (A 8)
where we have used that \( \nabla_0 \tilde{\mu}(y_0, t_0) = \nabla_0 p(y_0) \). With equation (A 8), the flux vector (A 7) can be expressed as follows:
\[ \Sigma^{(t)}_{y_0}(M_{y_0}, N_{y_0}) = v \int_{t_0}^t \int_{M_{y_0}} (T_{y_0}^t \nabla_0 p(y_0)) \cdot n(y_0)) \, dA_0 \, dt 
+ v^2 \int_{t_0}^t \int_{M_{y_0}} \int_{t_0}^t (T_{y_0}^t \nabla_0 \cdot (T_{y_0}^s \nabla_0 \tilde{\mu}(y_0, s))) \cdot n(y_0)) \, dA_0 \, ds \, dt. \] (A 9)
Then, the transport of the probability density \( p(y_0, t) \) through an arbitrary surface \( M(t_0) \) into the normal direction \( n_0 \) can be written as (3.6) if the solution to the initial value problem
\[ \frac{d \tilde{\mu}}{dt} = v \nabla_0 \cdot (T_{y_0}^t (y_0)) \nabla_0 \tilde{\mu}(y_0, t)), \]
(A 10)
and \( \tilde{\mu}(y_0, t_0) = p_0, \)

satisfies
\[ \sup_{y_0 \in \Omega, t \leq t_1} |\nabla_0 \tilde{\mu}(y_0, t) - \nabla_0 p(y_0)| = O(v^q), \] (A 11)
for some \( q > 0 \). Indeed, using equation (A 10), integrating the \( t \)-derivative by the Fundamental Theorem of Calculus and estimating by the supremum in \( x_0 \) and \( t \) give condition (A 11). To establish equation (A 11), Haller et al. [30] assume a positive definite transport tensor. In our application, however, the matrix \( D = BB^T \) is not of full rank and therefore the transport tensor (3.5) is only positive-semidefinite. Defining \( \xi(t) := \tilde{\mu}(y_0, t) - p(y_0) \), we transform equation (A 10) to
\[ \frac{d \xi}{dt} = v \nabla_0 \cdot (T_{y_0}^t (y_0)) \nabla_0 \xi(y_0, t) + p(y_0)) \]
(A 12)
and \( \xi(y_0, t_0) = 0. \)

For positive semidefinite diffusion tensors, we use an estimate by Igari [44] for solutions to degenerate parabolic equations, which we restate in our setting:

**Lemma A.1.** Let \( \tilde{\mu} \) be a solution to equation (A 10) and assume that \( T_{y_0}^t (y_0) \) and \( \nabla_0 p(y_0) \) are sufficiently regular. Then, for \( m \geq 0 \), the upper bound
\[ ||\xi(t)||_{H^m(U)} \leq \int_{t_0}^t e^{c\gamma t - \gamma s} ||v \nabla_0 \cdot (T_{y_0}^s (y_0)) \nabla_0 p(y_0))||_{H^m(U)} ds \] (A 13)
holds, where \( \gamma \) is a constant depending on \( t \), but not on \( \nabla_0 \cdot (T_{y_0}^s (y_0)) \nabla_0 p(y_0) \) or \( \tilde{\mu} \).

**Proof.** For a proof we refer to Igari [44].

Our assumptions on the smoothness of the nonlinearity \( S(x, \Omega t) \), the forcing directions \( B(x, t) \) and the initial condition \( p_0(y_0) \) ensure that the smoothness requirements of lemma A.1 are met.

The upper bound (A 13) implies directly
\[ ||\tilde{\mu}(y_0, t) - p(y_0)||_{H^m(U)} \leq ||\xi(t)||_{H^m(U)} \leq \int_{t_0}^t e^{c\gamma t - \gamma s} ||v \nabla_0 \cdot (T_{y_0}^s (y_0)) \nabla_0 p(y_0))||_{H^m(U)} ds \]
\[ \leq \int_{t_0}^t e^{c\gamma(t-s)} ||v \nabla_0 \cdot (T_{y_0}^s (y_0)) \nabla_0 p(y_0))||_{H^m(U)} ds \]
\[ \leq v \sup_{t_0 \leq t \leq t_1} ||\nabla_0 \cdot (T_{y_0}^t (y_0)) \nabla_0 p(y_0))||_{H^m(U)} \frac{e^{c\gamma(t-t_0)} - 1}{v} = O(\gamma). \]
Since now

\[
||\nabla_0 \hat{\mu}(y_0, t) - \nabla_0 p(y_0)||_{L^\infty(U)} \leq C_1 ||\nabla_0 \hat{\mu}(y_0, t) - \nabla_0 p(y_0)||_{H^1(U)} \\
\leq C_2 ||\hat{\mu}(y_0, t) - p(y_0)||_{L^2(U)}
\]

holds for some constants $C_1$ and $C_2$ dependent on the dimensions of the phase space $\mathbb{R}^{2N}$, equation (A11) holds. Therefore, leading-order transport through the surface $\mathcal{M}(t)$ can be written as stated in equation (3.6).

(b) Proof of lemma 4.3

To prove 4.3, we introduce the unit vector

\[
e_p(y_0) := \frac{1}{||\nabla_0 p(y_0)||} \nabla_0 p(y_0),
\]

and note that

\[
|n^T(y_0) \tilde{T}_{b,0}^i(y_0)e_p(y_0)| \leq \frac{||\Pi_{N_{Y_0}} T_b^i(y_0)e_p(y_0)||}{||\tilde{T}_{b,0}^i(y_0)||},
\]

since, by the Cauchy–Schwartz inequality:

\[
|n^T(y_0) \tilde{T}_{b,0}^i(y_0)e_p(y_0)| = |n^T(y_0)[(\Pi_{N_{Y_0}} - \Pi_{T_{b,0}}) \tilde{T}_{b,0}^i(y_0)e_p(y_0)]|
= |n^T(y_0)\Pi_{N_{Y_0}} \tilde{T}_{b,0}^i(y_0)e_p(y_0)|
\leq |\Pi_{N_{Y_0}} \tilde{T}_{b,0}^i(y_0)e_p(y_0)|,
\]

where we have used that $|n^T(y_0)| = 1$. Consequently, the claim of lemma 4.3 holds, if the fraction

\[
\frac{||\Pi_{N_{Y_0}} T_b^i(y_0)e_p(y_0)||}{||\tilde{T}_{b,0}^i(y_0)||},
\]

approaches zero asymptotically.

First, let us derive an upper bound on the nominator in equation (A17):

\[
||\Pi_{N_{Y_0}} T_b^i(y_0)e_p(y_0)|| = \frac{1}{2(1_{i} - 1)} \left| \mathcal{N}_{N_{Y_0}} \mathcal{M} \left[ \sum_{m=1}^M ||\nabla_0 F_{b,0}^i(y_0)||^{-1} B_m v_m \right] \right|
\]

\[
\leq \frac{1}{2(1_{i} - 1)} \int_{b_0}^{b_1} ||\Pi_{N_{Y_0}} \mathcal{M} \left[ \sum_{m=1}^M ||\nabla_0 F_{b,0}^i(y_0)||^{-1} B_m v_m \right] || dt.
\]

Recalling that $B = [B_1, ..., B_M]$ and using the Cauchy–Schwartz inequality, we can rewrite the norm of the projection of the matrix $[\nabla_0 F_{b,0}^i(y_0)]^{-1} B$ onto the normal space $N_{Y_0}$ as follows:

\[
||\Pi_{N_{Y_0}} \mathcal{M} \left[ \sum_{m=1}^M ||\nabla_0 F_{b,0}^i(y_0)||^{-1} B_m v_m \right] ||
= \max_{B \in \mathbb{R}^M} ||\Pi_{N_{Y_0}} \mathcal{M} \left[ \sum_{m=1}^M ||\nabla_0 F_{b,0}^i(y_0)||^{-1} B_m v_m \right] ||
\]

\[
\leq \max_{B \in \mathbb{R}^M} \sum_{m=1}^M ||\Pi_{N_{Y_0}} \mathcal{M} \left[ \sum_{m=1}^M ||\nabla_0 F_{b,0}^i(y_0)||^{-1} B_m v_m \right] ||
\]

\[
\leq \left( \sum_{m=1}^M ||\Pi_{N_{Y_0}} \mathcal{M} \left[ \sum_{m=1}^M ||\nabla_0 F_{b,0}^i(y_0)||^{-1} B_m v_m \right] ||^2 \right)^{1/2}.
\]

We proceed by splitting the forcing directions $B_m$ into normal and tangential direction

\[
B_m(t) := \Pi_{T_{Y_0}} B_m \in T_{Y_0} \mathcal{M}, \quad B_m^N(t) := \Pi_{N_{Y_0}} B_m = B_m - B_m^T(t) \in N_{Y_0} \mathcal{M}.
\]

(A20)
By using the notation (A.20), we simplify the upper bound (A.19) to

\[
\|\Pi_{N_{y_0,\mathcal{M}}} [\mathbf{V}_0 \mathbf{F}_0'(y_0)]^{-1} \mathbf{B} \| \leq \left( \sum_{m=1}^{M} |\Pi_{N_{y_0,\mathcal{M}}} [\mathbf{V}_0 \mathbf{F}_0'(y_0)]^{-1} (\mathbf{B}_m^N + \mathbf{B}_m^T) \| \right)^{1/2} = \left( \sum_{m=1}^{M} |\Pi_{N_{y_0,\mathcal{M}}} [\mathbf{V}_0 \mathbf{F}_0'(y_0)]^{-1} \mathbf{B}_m^N \| \right)^{1/2},
\]

(A.21)

where we have used that the inverse of the linearized flow maps the vector \( \mathbf{B}_m^T(t) \in T_{y_0,\mathcal{M}} \) into the tangent space \( T_{y_0,\mathcal{M}} \) and therefore its projection into the normal space \( N_{y_0,\mathcal{M}(t_0)} \) is zero (i.e., \( \Pi_{N_{y_0,\mathcal{M}(t_0)}} [\mathbf{V}_0 \mathbf{F}_0'(y_0)]^{-1} \mathbf{B}_m^T(t) = 0 \)). If the forcing direction \( \mathbf{B}_m \) is tangent to \( \mathcal{M} \) at \( y(t) \), i.e., \( \mathbf{B}_m^T(t) = 0 \), then the upper bound (A.21) is zero. For all other time instances, we have \( \| \mathbf{B}_m^N(t) \| > 0 \), whereby we can rewrite equation (A.21) as follows:

\[
|\Pi_{N_{y_0,\mathcal{M}(t_0)}} [\mathbf{V}_0 \mathbf{F}_0'(y_0)]^{-1} \mathbf{B}_m^N \| = |\mathbf{B}_m^N(t)| \left| \Pi_{N_{y_0,\mathcal{M}(t_0)}} [\mathbf{V}_0 \mathbf{F}_0'(y_0)]^{-1} \mathbf{B}_m^N(t) \right| \left| \mathbf{B}_m^N(t) \right|, \quad |\mathbf{B}_m^N(t)| \neq 0.
\]

(A.22)

We derive an upper bound for the fraction in equation (A.22) relying on the generalized Lyapunov-type numbers. Let \( y_0 \in \mathcal{M} \) be fixed. The definition of the generalized Lyapunov-type numbers (cf. definition (4.3)) implies that for any \( \delta_1 > 0 \), there exists a time instant \( t_1(y_0, \delta_1) > t_0 \) such that

\[
\max_{\mathbf{w}_i \in N_{y_0,\mathcal{M}}} \frac{|N_{y_0}(t)| |\mathbf{w}_i|}{|\mathbf{w}_i|} = |N_{y_0}(t)| \leq (n(y_0) + \delta_1)^{t-t_0}, \quad t > t_1(y_0, \delta_1), \quad y_0 \in \mathcal{M}.
\]

(A.23)

Since the upper bound (A.23) holds for all vectors in the normal space \( N_{y_0,\mathcal{M}} \), this certainly holds for the specific choice of \( \mathbf{w}_i = \mathbf{B}_m^N(t) \), which lies in the normal space \( N_{y_0,\mathcal{M}} \) by construction (cf. equation (A.20)). Consequently, there exists a time \( t_1(y_0, \delta_1) > t_0 \) such that

\[
\left| \frac{|\Pi_{N_{y_0,\mathcal{M}}} [\mathbf{V}_0 \mathbf{F}_0'(y_0)]^{-1} \mathbf{B}_m^N|}{|\mathbf{B}_m^N|} \right| \leq (n(y_0) + \delta_1)^{t-t_0}, \quad t > t_1(y_0, \delta_1), \quad |\mathbf{B}_m^N| \neq 0,
\]

(A.24)

which implies that

\[
\left( \sum_{m=1}^{M} |\Pi_{N_{y_0,\mathcal{M}(t_0)}} [\mathbf{V}_0 \mathbf{F}_0'(y_0)]^{-1} \mathbf{B}_m^N \| \right)^{1/2} \leq \left( \sum_{m=1}^{M} |\mathbf{B}_m^N(t)|^2 \left| \Pi_{N_{y_0,\mathcal{M}(t_0)}} [\mathbf{V}_0 \mathbf{F}_0'(y_0)]^{-1} \mathbf{B}_m^N(t) \right| ^2 \right)^{1/2} \leq \left( \sum_{m=1}^{M} |\mathbf{B}_m^N(t)|^2 \right) \leq M|\mathbf{B}| e^{2 \log(n(y_0) + \delta_1)(t-t_0)},
\]

\[
\leq MC |\mathbf{B}| e^{\log(n(y_0) + \delta_1)(t-t_0)}, \quad t > t_1(y_0, \delta_1), \quad y_0 \in \mathcal{M}.
\]

(A.25)

where in the last step, we have used the first assumption in definition 4.1.

Moreover, the quantity \( \|\Pi_{N_{y_0,\mathcal{M}}} [\mathbf{V}_0 \mathbf{F}_0'(y_0)]^{-1} \mathbf{B}\| \) is bounded in the finite time interval \([t_0, t_1(y_0, \delta_1)]\), hence can be bounded by \( C_1 e^{\log(n(y_0) + \delta_1)(t-t_0)} \) by selecting \( C_1 \) appropriately. In summary, we have

\[
\|\Pi_{N_{y_0,\mathcal{M}}} [\mathbf{V}_0 \mathbf{F}_0'(y_0)]^{-1} \mathbf{B}\| \leq C_1 e^{\log(n(y_0) + \delta_1)(t-t_0)}, \quad t > t_0,
\]

(A.26)

for some \( C_1 = C_1(y_0, \delta_1) > 0 \). Furthermore, let us note that the bound (A.26) trivially holds for \( \mathbf{B}_m^N = 0 \) (c.f. equation (A.21)).
To obtain an upper bound for the second factor in equation (A 18), we note that definition (4.4) provides an upper bound on the norm of the term \([\nabla_0 F_0'(y_0)]^{-1}B\):

$$\limsup_{t \to \infty} \frac{1}{t - l_0} \log \left(\|\nabla_0 F_0'(y_0)^{-1}B\|\right) \leq \limsup_{t \to \infty} \frac{1}{t - l_0} \log(c_B \|\nabla_0 F_0'(y_0)^{-1}\|) \leq \mu_{\text{max}}(y_0), \quad (A 27)$$

where we have used the first assumption in definition 4.1 together with the monotonicity of the lim sup. Thus, for any \(\delta_2 > 0\), there exists some time instant \(t_2(y_0, \delta_2)\), such that the following holds:

$$\|\nabla_0 F_0'(y_0)^{-1}B\| \leq e^{\mu_{\text{max}}(y_0)(l_1 - l_0)} t_2(y_0, \delta_2). \quad (A 28)$$

Since \([\nabla_0 F_0'(y_0)]^{-1}B\) is bounded on the finite time interval \([l_0, t_2]\), there exists some positive constant \(C_2 = C_2(\delta_2, y_0) > 0\) such that

$$\|\nabla_0 F_0'(y_0)^{-1}B\| \leq C_2 e^{(\mu_{\text{max}} + \delta_2)(t - l_0)}, \quad t > t_0 \quad (A 29)$$

holds.

Finally, we estimate a lower bound on the norm of the transport tensor \(\tilde{T}_{l_0}^i(y_0)\). To this end, we note that the Euclidean norm is invariant with respect to an orthonormal coordinate change, i.e.

$$\|\tilde{T}_{l_0}^i(y_0)\|^2 = \max_{u \in \mathbb{R}^{2N}} \langle \tilde{T}_{l_0}^i(y_0)u, \tilde{T}_{l_0}^i(y_0)u \rangle = \max_{u \in \mathbb{R}^{2N}, \|u\| = 1} \langle \tilde{T}_{l_0}^i(y_0)u, S^T \tilde{T}_{l_0}^i(y_0)u \rangle \quad (A 30)$$

holds for any orthonormal matrix \(S\). Thus, we obtain

$$\|\tilde{T}_{l_0}^i(y_0)\| = \|S \tilde{T}_{l_0}^i(y_0)\| = \frac{1}{2l_1 - l_0} \max_{u \in \mathbb{R}^{2N}, \|u\| = 1} \left| S \int_{l_0}^{t_1} [\nabla_0 F_0'(y_0)]^{-1}BB^T[\nabla_0 F_0'(y_0)]^{-T} \, du \right|, \quad (A 31)$$

for any orthonormal matrix \(S\). Denoting the \(j\)th row of \(S\) by \(s_j \in \mathbb{R}^{1 \times 2N}\) and selecting \(S\) such that \(s_1 = (u^*)^T\) (such a matrix simply consists of an orthonormal basis of \(\mathbb{R}^{2N}\) with \(u^*\) being one of the basis vectors), it follows from the second assumption in definition 4.1 that

$$\|\tilde{T}_{l_0}^i(y_0)\| = \frac{1}{2l_1 - l_0} \max_{u \in \mathbb{R}^{2N}, \|u\| = 1} \left[ \sum_{j=1}^{2N} \left( s_j \int_{l_0}^{t_1} [\nabla_0 F_0'(y_0)]^{-1}BB^T[\nabla_0 F_0'(y_0)]^{-T} \, du \right)^2 \right]^{\frac{1}{2}}$$

$$\geq \frac{1}{2l_1 - l_0} \max_{u \in \mathbb{R}^{2N}, \|u\| = 1} \int_{l_0}^{t_1} (u^*)^T (s_j)^T \int_{l_0}^{t_1} [\nabla_0 F_0'(y_0)]^{-1}BB^T[\nabla_0 F_0'(y_0)]^{-T} \, du \, dt$$

$$\geq \frac{1}{2l_1 - l_0} \int_{l_0}^{t_1} \|u^*\|^2 \|s_j\|^2 \, dt$$

$$\geq \frac{C_2^2}{4l_1 - l_0} \mu_{\text{max}}(y_0)(e^{\mu_{\text{max}}(y_0)(l_1 - l_0)} - e^{\mu_{\text{max}}(y_0)(l_1 - l_0)}), \quad (A 32)$$
where we have used the second assumption in definition 4.1. The upper bounds (A.26) and (A.29) and the lower bound (A.32) yield the following upper bound on the fraction (A.17):

\[
\frac{\lVert \mathbf{n}(y_0) \mathbf{T}_{\mathbf{f}}(y_0) \mathbf{e}_p(y_0) \rVert}{\lVert \mathbf{T}_{\mathbf{f}}(y_0) \rVert} \leq \frac{1}{2\lvert n \rvert - 1} \int_{t_0}^{t_1} C_1 C_2 e^{(\log(\tau(y_0) + \delta_1) + \mu_{\max} + \delta_2)(t - t_0)} \, dt \\
\leq \frac{2\mu_{\max}(y_0) C_1 C_2}{C_3 \lvert \log(n(y_0) + \delta_1) + \mu_{\max} + \delta_2 \rvert} \frac{[e^{(\log(\tau(y_0) + \delta_1) + \mu_{\max} + \delta_2)(t_1 - t_0)} - 1]}{[e^{\mu_{\max}(y_0)(t_1 - t_0)} - e^{2\mu_{\max}(y_0)(t_1 - t_0)}]} \\
\leq \frac{2\mu_{\max}(y_0) C_1 C_2}{C_3 \lvert \log(n(y_0) + \delta_1) + \mu_{\max} + \delta_2 \rvert} \frac{e^{(\log(\tau(y_0) + \delta_1) + \mu_{\max} + \delta_2)(t_1 - t_0)} - e^{-2\mu_{\max}(y_0)(t_1 - t_0)} + e^{-2\mu_{\max}(y_0)(t_1 - t_0)}}{(1 - e^{\mu_{\max}(y_0)(t_1 - t_0)})}. \tag{A.33}
\]

Due to the conditions (4.8), we can choose the constants \(\delta_1, \delta_2\) such that

\[
\log(n(y_0) + \delta_1) - \mu_{\min} + \delta_2 < 0, \tag{A.34}
\]

holds. Equation (A.34) implies that all exponents in equation (A.33) are negative and hence the exponential functions in equation (A.33) decay to zero as \(t_1 \to \infty\). This proves lemma 4.3.

(c) Lemma 4.3 applied to NHIMs

Fenichel’s [38] results apply to compact invariant manifolds of autonomous systems. To this end, we rewrite system (2.14) as an autonomous system on extended phase space \(\mathcal{P} := \mathbb{R}^{2N} \times \mathbb{T}^K\) as follows:

\[
\begin{align*}
\dot{y} &= \mathbf{v}(y, \phi) \\
\dot{\phi} &= \Omega,
\end{align*}
\]

and

\[
\mathcal{M} \times \mathbb{T}^K \text{ is a normally hyperbolic invariant manifold of system (35) by assumption. The constant growth in the phases } \phi \text{ yields a zero Lyapunov exponent in this direction. Thus, a NHIM must necessarily include the phase directions, and we obtain the extended tangent space } \mathbf{T}_{\mathbf{y}_0, \mathcal{M}(t_0)} := T_{\mathbf{y}_0, \mathcal{M}(t_0)} \times \mathbb{T}^K. \text{ By definition (cf. Fenichel [38]), } \log(n(y_0, \phi_0)) \text{ is negative along a normally hyperbolic invariant manifold. Since } \mu_{\max} \text{ is negative by assumption, the first and the second condition (4.8) hold.}
\]

(d) Lemma 4.3 applied to SSMs

In the following, we apply lemma 4.3 to SSMs. As Haller & Ponsioen [6] detail, for small enough \(\varepsilon\) the fixed point at the origin perturbs into a quasi-periodic solution \(y_\varepsilon\) and a spectral subspace \(\mathcal{E}\) of the linear system can perturb into a SSM \(\mathcal{W}(\mathcal{E})\).

We consider the SSM \(\mathcal{W}(\mathcal{E})\) in a neighbourhood of the origin, which is a stable fixed point since the eigenvalues of the linearization have a negative real part (c.f. equation (2.17)). Thus, the SSM is locally an inflowing invariant manifold and the trajectories \(F_{\varepsilon}^{t_0}(y_0)\) approach the origin and thus for large enough times the forcing directions \(\mathcal{B}(F_{\varepsilon}^{t_0}(y), t)\) are close to the forcing evaluated at the fixed point (i.e. \(\mathcal{B}(0, t)\)). Since the forcing \(\mathcal{B}(0, t)\) is non-degenerate by assumption, we can infer that there exists some time instance such that \(\mathcal{B}(F_{\varepsilon}^{t_0}(y), t)\) is non-degenerate.

Since the Lyapunov-type numbers \(\nu(y_0)\) and \(\mu_{\max}(y_0)\) are constants along trajectories, it is sufficient to calculate them at the forward time limit set of trajectories inside the SSM \(\mathcal{W}(\mathcal{E})\), i.e. the origin. At the origin, the linearized flow map, which can be explicitly computed:

\[
\mathbf{v}_0 F_{\varepsilon}^{t_0}(0) = e^{A(t_1 - t_0)}. \tag{A.36}
\]

The maximal growth of the inverse of the linearized flow map \([\mathbf{v}_0 F_{\varepsilon}^{t_0}(0)]^{-1}\) is given by the maximal decay of \(\mathbf{v}_0 F_{\varepsilon}^{t_0}(0)\). Thus, for the generalized Lyapunov-type exponent \(\mu_{\max}(y_0)\), we
obtain
\[ \mu_{\text{max}}(y_0) = -\text{Re}(\lambda_{2N}), \]  
(A 37)

where we have used equation (2.17). Since the real parts are negative by assumption, the second condition of equation (4.8) is satisfied.

To compute the generalized Lyapunov-type number \( \eta(0) \), we collect the eigenvectors \( v_i \) of the linearization \( A \) in the matrix \( V \). Then, the Jordan normal form of \( A \) by
\[ V := [v_1, \ldots, v_{2N}], \quad A(\dot{y}^*) = V^{-1}AV. \]  
(A 38)

With the Jordan normal form (A 38), we compute the inverse of the linearized flow map explicitly
\[ [V_0(\dot{y}^*)]^{-1} = [V^{-1}e^{A(t-\theta)}V]^{-1} = V^{-1}e^{A(t-\theta)}V, \]  
(A 39)

whereby obtain for the norm of the mapping \( N(t) \)
\[ \sup_{w \in N_0E} |I_{N_0E}V^{-1}e^{A(t-\theta)}Vw| \leq \sup_{w \in N_0E} |e^{A(t-\theta)}Vw|. \]  
(A 40)

Since the vector \( w \) is in normal space \( N_0E \), i.e. orthogonal to \( E \), it excites only the directions not included in \( E \). Thus, the generalized Lyapunov-type number is determined by the spectrum not included in \( E \), i.e.

\[ \sup_{w \in N_0E} |I_{N_0E}V^{-1}e^{A(t-\theta)}Vw| \leq \max_{\lambda \in \text{spec}(A) \setminus \text{spec}(A_E)} e^{-\text{Re}(\lambda)(t-\theta)} = e^{-\min_{\lambda \in \text{spec}(A) \setminus \text{spec}(A_E)} \text{Re}(\lambda)(t-\theta)}. \]  
(A 41)

Together with equation (A 37), we obtain for the first condition in equation (4.8) of lemma 4.3
\[ \log(\eta(y_0)) \leq -\min_{\lambda \in \text{spec}(A) \setminus \text{spec}(A_E)} \text{Re}(\lambda) \leq -\text{Re}(\lambda_{2N}) = \mu_{\text{min}}(y_0), \quad \text{for all } y_0 \in W(E), \]  
(A 42)

which is satisfied, if condition (4.9) holds. This proves the claim of theorem 4.9.
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