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Abstract: We consider a class of dynamical systems that arise frequently in multi-mode
truncations and discretizations of partial differential equations, including the perturbed
NLS. We develop a general method to detect the existence of multi-pulse solutions
that are doubly asymptotic to an invariant manifold with two different time scales. We
use our method together with some recent results of Li and McLaughlin to show the
existence of several families of multi-pulse orbits for the Ablowitz-Ladik discretization
of the perturbed NLS. These orbits includeN -pulse heteroclinic orbits andN -pulse
Šilnikov-type orbits for arbitrarily largeN .

1. Introduction

In this paper we study a class of multi-degree-of-freedom dynamical systems which
arise in modal truncations of partial differential equations on periodic domains. One
usually arrives at these equations when looking for small amplitude solutions of a PDE
with parametric forcing terms. An important prototype example is the damped-forced
sine-Gordon equation, which we discuss briefly below for motivation.

As shown in, e.g., Bishopet al. [5], a small amplitude approximation to the sine-
Gordon equation leads to a perturbed nonlinear Schrödinger Eq. (NLS). For a range of
parameters, the integrable limit of the NLS admits one linearly stable and one unstable
mode together with infinitely many neutrally stable modes. These latter modes can be
further decomposed into a mode of plane waves (i.e., solutions with no spatial structure)
and an infinite number of neutrally stable, i.e., oscillatory modes. A finite dimensional
approximation to the problem is a well-known discretization of the NLS that produces
anintegrablesystem in the unperturbed limit (see Ablowitz and Ladik [1], Bogolyubov
and Prikarpatskii [7], and Milleret al. [36]).
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In the discretized NLS the plane of spatially independent solutions is invariant under
both the perturbed and the unperturbed dynamics. For zero dissipation and forcing,
the plane contains a circle of fixed points which is surrounded by a one-parameter
family of periodic solutions. Furthermore, the invariant plane lies in a codimension two
center manifold that accounts for the non-planar oscillatory modes. The center manifold
is normally hyperbolic as it admits a one-dimensional stable and a one-dimensional
unstable subspace at each of its points. This hyperbolicity is due to the presence of the
stable and unstable modes mentioned above, and gives rise to codimension one stable
and unstable manifolds to the center manifold. These invariant manifolds then coincide
in two homoclinic manifolds in the integrable limit of zero forcing and damping. This
phase space geometry is quite remarkable as it is a precise finite dimensional model of
the phase space structure of the original PDE (see, e.g., Ercolaniet al. [8], Ercolani and
McLaughlin [9], and Li and McLaughlin [30] for details).

A similar analogy exists between the phase space structure of the perturbed NLS
equation and its two-mode approximation (see Bishopet al. [5, 6]). This fact inspired
a great deal of work on modal truncations of the perturbed NLS, although all rigorous
results so far are only concerned with the two-mode approximation that excludes the
oscillatory modes (see Bishopet al. [5, 6], Kovǎcič and Wiggins [27], Haller and Wiggins
[16], McLaughlinet al. [34], and Haller and Wiggins [19]). Other examples with the
modal truncations of the same class include parametrically forced surface wave problems
(Holmes [22], and Kambe and Umeki [25]), the dynamics of forced and damped thin
plates (Feng and Sethna [10]), inextensional beams (Nayfeh and Pai [37], Feng and Leal
[12]), and resonantly driven coupled pendula (Miles [35], Becker and Miles [4], and
Kovačič and Wettergren [28]). All these problems can be recast in the form of Eq. (1)
below. Our basic goal in this paper is to study the existence of nontrivial homoclinic and
heteroclinic behavior in these systems by including an arbitrary high but finite number
of modes.

The main result of the paper is the construction of a class of complicated solutions
in multi-mode truncations or discretizations. These solutions admit three different time
scales and correspond to irregular “jumping” around the planeΠ of spatially independent
modes. In our general formulation we in fact allow for the presence of a 2m-dimensional
manifoldΠ which contains anm-torus of equilibria in the unperturbed limit.

In backward time the solutions we construct asymptote to some set inΠ which
is born out of the perturbation of the torus of fixed points of the unperturbed limit. In
forward time, after making several jumps away fromΠ, the solutions asymptote to other
structures in the center manifold that lie in the vicinity of the manifoldΠ. We give a
criterion for the existence of such solutions, which is a generalization of theenergy-phase
methoddeveloped in Haller [15] and Haller and Wiggins [19] for two-degree-of-freedom
systems.

Under certain conditions, the solutions we construct will ultimately asymptote to
some invariant set within the manifoldΠ. If their ω andα-limit sets coincide, then
we obtain a multi-pulse orbit homoclinic to this set. An important special case arises
when this set is an equilibrium that is a sink for the dynamics on the codimension two
center manifold. We call the resulting multi-pulse orbit anN -pulseŠilnikov-type orbit.
Such orbits seem to have a prominent role in creating complicated or chaotic dynamics
in modal equations. While single-pulseŠilnikov orbits can also be obtained in these
problems applying a modified Melnikov method (see Kovačič and Wiggins [27], Feng
and Sethna [10], Feng and Wiggins [11], Tien and Namachchivaya [38], Kovačič and
Wettergren [28]), and Li and McLaughlin [31], such orbits generically exist for a single
codimension one surface in the space of system parameters. In contrast, our methods
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typically yield multi-pulseŠilnikov-type orbits on an intricate web of the parameter
space (see Haller and Wiggins [19] for a two-mode example).

The main techniques we use in this paper include the perturbation theory of nor-
mally hyperbolic invariant manifolds, their stable and unstable manifolds, and stable
and unstable foliations. We do not explicitly assume that in the limit of zero forcing
and damping the modal equations are integrable. We do, however, assume the presence
of particular structures in this limiting geometry, which are not typical in nonintegrable
cases. Our strategy is to follow trajectories in the unstable manifold of the manifoldΠ as
they leave and repeatedly return to a neighborhood of the center manifold. The control
over individual trajectories is achieved by obtaining estimates on their location as well as
on their energies before and after their intermediate passages near the center manifold.
This amounts to studying the properties of an appropriately defined local Poincaré map.
The results of this study are summarized in the Passage Lemma (Lemma 7.1), which sets
the stage for a final implicit function argument in Theorem 7.3 of Sect. 6. This argument
is subtle since the equation satisfied by multi-pulse homoclinic orbits becomes unde-
fined in the limit of the vanishing perturbation parameter. We circumvent this problem
by defining an extension to the local map at this limit, and use the Passage Lemma to
conclude that this extension is of classC1. We use the main result formulated in Theo-
rem 7.3 on multi-pulse orbits to give conditions for the existence of multi-pulse orbits
homoclinic to the manifoldΠ in Theorems 7.4-8.1 of Sect. 6. We study the “disintegra-
tion” of the unstable manifold of the planeΠ via repeated jumping in Sect. 7. We give
a useful reformulation of our method in Sect. 8 for the case when one of the invariants
of the unperturbed limit is more convenient to use than the unperturbed Hamiltonian.
An application of the results to a near-integrable discretization of the perturbed NLS is
given in Sect. 9. Finally, we present some conclusions in Sect. 10.

2. Setting and assumptions

The class of modal truncations listed in the Introduction can be written in the general
form

ẋ = ω][DH0(x) + εDH1(x)] + εg(x), (1)

wherex ∈ P ⊂ R2(n+m+1), with n ≥ 0,m ≥ 1, andε ≥ 0 is a small parameter. The
functionsH0 andH1 are assumed to be of classCr+1 in their arguments withr ≥ 5 and
they generate the Hamiltonian part of the vector field (1) through the symplectic form
ω on the phase spaceP. The mapω]:T ∗R2(n+m+1) → R2(n+m+1) appearing in (1) is the
inverse of the mapξ 7→ {ω[x](ξ, · )} with x ∈ R2(n+m+1) andξ ∈ TxR2(n+m+1). The
functiong is of classCr and it corresponds to the dissipative part of the perturbation to
the unperturbed limitε = 0. We make the following basic assumptions on system (1):

(H1) There exists a 2m−dimensional manifoldΠ ⊂ P which is invariant under the
flow of (1) for ε = 0. Furthermore, the manifoldΠ is symplectic, i.e., the restricted
two-form

ωΠ = ω|Π
is nondegenerate.

(H2) Forε = 0,system (1) restricted toΠ becomes anm-degree-of-freedom, completely
integrable Hamiltonian system, i.e., it admitsm independent integrals which are
in involution with respect to the Poisson bracket induced by the symplectic form
ωΠ .
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By assumption (H2), the Liouville-Arnold-Jost theorem (see, e.g., Arnold [3]) guar-
antees the existence of an open setN ⊂ Π on which we can introduce canonical
action-angle variables (I, φ) ∈ Rm × Tm. (If the level surfaces ofH0 are not compact
within the setN , then we haveφ ∈ Rn, but all of our forthcoming results are still valid.)
We assume that the frequency vectorφ̇ vanishes on one of these tori, i.e.,

(H3) For ε = 0 there exists anm-dimensional torusC ⊂ N given byI = I0 which is
completely filled with equilibria of system (1). Furthermore, for any pointp ∈ Π,
the JacobianM = Dω]H0(x)|x=p admits preciselym pairs of zero eigenvalues,
a pair±λ0 of nonzero real eigenvalues, andn pairs of simple, purely imaginary,
nonzero eigenvaluesiλ1, . . . , iλn.

This assumption implies the presence of a stable, an unstable, and 2n neutrally stable
directions transverse to the manifoldΠ in the unperturbed limit of system (1). We stress
that in (H3) we assumed the eigenvalues and eigenvectors ofM to be independent of
the pointp ∈ C.

Since the normal bundle of the torusC is trivial withinΠ, the independence of stable,
unstable and center subspaces of points onC allows us to introduce local coordinates
y = (y1, y2) ∈ R2 andz ∈ R2n in a neighborhoodS0 ⊂ P of the setN . The coordinates
are such that Eq. (1) can be rewritten in the form

ẏ = 3y + Ȳ (y, z, I, φ; ε),
ż = Az + Z̄(y, z, I, φ; ε),
İ = εĒ(y, z, I, φ; ε),
φ̇ = F̄0(y, z, I, φ) + εF̄ε(y, z, I, φ; ε).

(2)

Here3 is a diagonal matrix with eigenvalues±λ, andAhas the eigenvaluesiλ1, . . . , iλn.
Hence there exists a constantCA > 0 such that

|eAtz| ≤ CA|z|. (3)

Note that in the local coordinates we introduced the manifoldΠ satisfies the equations
y = 0 andz = 0.

Our next major assumption is that

(H4) For ε = 0, the torusC admits a unique, codimension two center manifold

M0 =
{

(y, z, I, φ) | y = y0(z, I, φ), (z, I, φ) ∈ V ⊂ R2(n+m)
}
,

where the functiony0(z, I, φ) is of classCr.

By the uniqueness of this center manifold,Π ⊂ M0 must hold (at least locally near
C), which implies

y0(0, I, φ) = 0.

We note that the existence and uniqueness ofM0 is usually easy to verify if the unper-
turbed part of system (2) is integrable. In all applications we know of, this integrability is
due to the fact that the system is invariant under rotations inφ. In such cases the function
y0 has no explicitφ-dependence.

TakingV small enough, we can ensure thatM0 is a normally hyperbolic invariant
manifold which admits codimension one stable and unstable manifolds of classCr,
denotedW s(M0) andWu(M0), respectively.

Our next assumption is the existence of a homoclinic structure in the unperturbed
problem. In particular, we assume that
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(H5) The manifoldsW s(M0) andWu(M0) coincide and form two homoclinic mani-
foldsW +

0 (M0) andW−
0 (M0).

These homoclinic manifolds are foliated by orbits doubly asymptotic to the center
manifoldM0. Based on the applications we are interested in, our next main assumption
is that

(H6) Each of the two homoclinic manifolds contains a one-parameter family of hetero-
clinic orbits that connect points on the torusC. In other words, the torusC has its
ownm + 1-dimensional stable and unstable manifolds that form two homoclinic
manifoldsW +

0 (C) andW−
0 (C). Furthermore, the heteroclinic orbits in bothW +

0 (C)
andW−

0 (C) connect the same pair of points, i.e., the phase shift vector

1x = lim
t→∞xh(t) − xh(−t) =

1y
1z
1I
1φ

 =

 0
0
0

limt→∞ φh(t) − φh(−t)

 (4)

is the same for any solutionxh(t) in W +
0 (C) ∪W−

0 (C).

We would like to ensure that a manifold close toΠ survives the perturbation. If
n = 0, i.e., there are no “oscillatory modes” for the linearized dynamics, thenΠ ≡ M0
is normally hyperbolic, hence it smoothly perturbs to a nearby invariant manifold. For
n > 0, however,Π in general does not persist. Motivated by the examples listed in
Sect. 1, we then require the perturbation to be such that it preservesΠ:

(H7) If n > 0, then the manifoldΠ remains invariant under the flow of system (1) for
ε > 0.

Based on assumptions (H1)-(H7), we can guarantee the persistence of certain in-
variant manifolds forε > 0 sufficiently small. The following theorem describes the
properties of these manifolds.

Theorem 2.1. Suppose that assumptions (H1)-(H7) hold. Then there existsε0 > 0 such
that for 0 ≤ ε < ε0 the following are satisfied:

(i) There exists a unique, codimension-two, locally invariant manifoldMε of class
Cr which depends on the parameterε in aCr fashion. Ifn > 0, then the manifold
Mε contains the invariant manifoldΠ which satisfiesy = 0 andz = 0. If n = 0,
thenM0 ≡ Π.

(ii) The manifold Mε has codimension-one local stable and unstable manifolds
W s
loc(Mε) andWu

loc(Mε) that are of classCr in the variables(y, z, I, φ) and
ε.

(iii) The local unstable manifoldWu
loc(Mε) is foliated by a negatively invariant family

Fu = ∪p∈Mε
fu(p) ofCr curvesfu(p), i.e.,Fu = Wu

loc(Mε) andF−t (fu(p)) ⊂
fu
(
F−t(p)

)
for any t ≥ 0 andp ∈ Mε (hereF t denotes the flow generated by

system (1). Moreover, the fibersfu(p) are of classCr in εandp, andfu(p)∩fu(p′) =
∅, unlessp = p′. Finally, there existCu, λu > 0 such that ifq ∈ fu(p) then

‖ F−t(q) − F−t(p) ‖< Cue
−λut,

for anyt ≥ 0.
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(iv) The local stable manifoldW s
loc(Mε) admits a positively invariant foliationFs =

∪p∈Mε
fu(p) with similar properties.

Proof. The statements of the theorem follow from a direct application of the invariant
manifold results of Fenichel [13, 14]. We only note that the uniqueness of the perturbed
manifoldMε impliesΠ ⊂ Mε in statement (i). �

For simplicity, from now on we will not distinguish between the casesn = 0 (i.e., no
oscillatory modes for the unperturbed linearized flow near the manifoldΠ) andn > 0.
As a result, when we refer to the invariant manifoldΠ for the perturbed system (1),we
meanΠ ≡ Mε in the case ofn = 0.

3. Fenichel Normal Form NearMε

In this section we derive a normal form which describes the dynamics of system (1)
near the normally hyperbolic invariant manifoldMε which exists by Theorem 2.1. The
normal form is a specific form of a result of Fenichel [14], or more precisely, of the normal
form appearing in Tin [39] (see also Jones and Kopell [23]). Since this construction has
appeared in several recent papers, we omit the details of the derivation of the normal
form. For a detailed proof, the reader may consult Haller [21].

We first introduce the scaling

I = I0 +
√
εη, (5)

to blow up a neighborhood of the torus of equilibriaC. Using the coordinates (y, z, η, φ),
we obtain the following result.

Lemma 3.1. There existsε0 > 0 such that for0 ≤ ε < ε0, aCr change of coordinates
Tε: (y, z, η, φ) 7→ (w, ζ, ρ, ψ) (with aCr inverse) defined near the manifoldMε, which
puts system (1) in the form

ẇ1 = [−λ + 〈Y1, w〉 + 〈Y2, ζ〉 +
√
εY3]w1,

ẇ2 = [ λ + 〈Y4, w〉 + 〈Y5, ζ〉 +
√
εY6]w2,

ζ̇ = Aζ + (Z1ζ) ζ +
√
εZ2ζ +Z3w1w2,

ρ̇ =
√
εE,

ψ̇ = (F1ζ) ζ +
√
εF2 + F3w1w2.

(6)

Here the functionsY1, Y4 : P × [0, ε0] → R2, Y2, Y5 : P × [0, ε0] → R2n, Y3, Y6: P ×
[0, ε0] → R, E, F2, F3 : P×[0, ε0] → Rm, Z3 : P×[0, ε0] → R2n,Z2 : P×[0, ε0] →
R , and the 3-tensorsZ1: P×[0, ε0] → R2n×2n×2n andF1: P×[0, ε0] → Rm×2n×2nare
all of classCr−4 in their arguments, and〈·, ·〉 denotes the usual Euclidean inner product.
Moreover,

DwZ1 = 0, DwZ2 = 0, DwF1 = 0, DwF2 = 0. (7)

Proof. Based on the references cited above, the proof of this theorem is a routine exercise
following the steps outlined in Fenichel [14]. These steps involve changes of coordinates
that “straighten out” the manifoldsMε , W s

loc(Mε), andWu
loc(Mε), as well as their

invariant foliations. For a detailed proof we refer the reader to Haller [21].�
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4. Dynamics Near the ManifoldMε

In this section we use the normal form (6) to study trajectories in a neighborhood of the
manifoldMε. The trajectories of interest lie in the unstable manifoldWu(Mε) and do
not intersect the local stable manifoldW s

loc(Mε) upon entering a small neighborhood of
Mε. SinceMε is of “saddle-type”, such trajectories pass near the manifold and leave
its neighborhood. The question is how the coordinates (w, ζ, ρ, ψ) change during this
passage and how the change depends on their initial values upon entry.

By Lemma 3.1, the flow of system (1) near the manifoldMε is Cr-conjugate to
the flow of the normal form (6) in a neighborhood of the setw = 0. In other words, for
ε ≤ ε0 the normal form is related to the original system within some fixed open set

S0 = {(w, ζ, ρ, ψ) | |w| < Kw, |ζ| < Kζ ,
√
ε|ρ| < KI , ψ ∈ Tm },

whereKζ , Kρ, andKI are fixed positive constants. We shall primarily be interested
in solutionsx(t) = (w(t), ζ(t), ρ(t), ψ(t)) of the normal form which enter a small, fixed
“box”

U0 =

{
(w, ζ, ρ, ψ) ∈ S0 | |wi| ≤ δ0 <

Kw

4
√

2
, |ζ| ≤ δ0 < Kζ , |ρ| ≤ Kρ <

KI√
ε

}
with positive constantsδ0 andKρ. Since the functions on the right-hand-side of (6) are
of classCr−4, on the closure ofS0 they obey the estimates

|Yi|, |Zj |, |E|, |Fk| < B0,
|DYi|, |DZj |, |DE|, |DFk| < B0,

(8)

for all 0 ≤ ε ≤ ε0 and for appropriateB0 > 0. We want to follow a solutionx(t) which
enters the setU0 by intersecting its boundary∂U0 within the domain

∂1U0 = {(w, ζ, ρ, ψ) ∈ ∂U0 | |ζ| < δ0, |ρ| ≤ Kρ}

at timet = 0. For such a solution we havew1(0) = δ0, and we assume that for 0< ε ≤ ε0,
the rest of the coordinates of the entry pointx(0) obey theentry conditions

|ζ(0)| < c1ε
β ,

c2ε

δ0
< |w2(0)| < c3ε

δ0
, |ρ(0)| < c4 < Kρ (9)

for fixed positive constantsc1, . . . , c4 and for some power12 < β < 1.
The second inequality in (9) implies that the solutionx(t) entersU0 close to the local

stable manifoldW s
loc(Mε). Such solutions spend a long time withinU0, and hence their

ζ(t) component does not necessarly remain under control on such time scales, i.e.,x(t)
may not exitU0 through the domain∂1U0 of its boundary. An exit through∂1U0 means
that |ζ| remains bounded byδ0 while x(t) is in U0. Our first result shows that this is
indeed the case.

Lemma 4.1. Suppose that for a solutionx(t), the entry conditions in (9) are satisfied.
Then for any fixed constantβ with 1

2 < β < 1, there existε1 > 0 andδ1 > 0 such that
for all 0< δ0 < δ1 and0< ε0 < ε1 there existsT ∗ > 0 with x(T ∗) ∈ ∂1U0. Moreover,
the minimal such timeT ∗ obeys the estimate

T ∗ < Tε =
2
λ

log
δ2

0

c2ε
. (10)
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Proof. We start by picking constantsBζ andα with Bζ > c1 > 0 andβ < α < 1.
Then, by the smoothness of the solutionx(t) with respect tot, (9) implies the existence
of a timeT̄ > 0 such that for allt ∈ [0, T̄ ), we have

|ζ(t)| ≤ Bζε
β , |ρ(t)| ≤ Kρ, |w1(t)w2(t)| ≤ c3

δ0
εα. (11)

Clearly, forε small enough, (11) impliesx(t) ∈ S0. By the continuity ofx(t) in t, we
also havex(t) ∈ U0 for t > 0 small enough. It is also clear that̄T can be slightly
increased so that the inequalities above still hold. LetT ∗ > 0 denote the time when
x(t) first intersects the boundary∂U0. One can easily check thatT ∗ < Tε must hold by
assuming the contrary and observing that such an assumption would lead to|w2(Tε)| >
|w20| exp

(
λT ∗/2

)
> δ0, which is a contradiction. We want to argue thatT̄ can in fact

be increased up toT ∗.
Let us assume that for all fixedBζ ,Kρ, andα, there exists a timeT0 with T̄ ≤ T0 <

Tε such that (11) holds for allt < T0, but at least one of the inequalities is violated
at t = T0. We will consider these inequalities individually and argue that none of them
can be violated att = T0 if we chooseε andδ0 small enough and selectBζ ,Kρ, andα
properly. We note that|w2| <

√
2δ0 will automatically hold in our argument sinceT0 is

smaller than the exit timeT ∗.
By assumption, the third equation of (6) yields the following estimate for all 0≤

t < T0 on the solutionx(t):

|ζ(t)| = |eAtζ(0)| +
∫ t

0 |eA(t−s)
(
(Z1ζ) ζ +

√
εZ2ζ +Z3w1w2

)
| ds

< CA|ζ(0)| +CAB0
∫ t

0 (Bζεβ |ζ(s)| +
√
ε|ζ(s)| + c3

δ0
εα) ds

< CA[c1ε
β +B0

c3
δ0
εαTε] + 2CAB0Bζ

√
ε
∫ t

0 |ζ(s)| ds,

where we used (3). By the Gronwall inequality, this implies

|ζ(t)| = CA[c1ε
β +B0

c3

δ0
εαTε] e

2CAB0Bζ
√
εTε < 2ec1CAε

β (12)

for ε > 0 small. Since (12) holds for all 0≤ t < T0, by the continuity of|ζ(t)|, we
obtain

|ζ(T0)| < 2ec1CAε
β < Bζε

β , (13)

if we chooseBζ = 7c1CA. Therefore, the first inequality in (11) cannot be violated at
t = T0. We now study the second inequality in (11).

Using the fourth equation in (6), for 0≤ t < T0 we can estimate theρ-component
of the solutionx(t) as

|ρ(t)| < |ρ(0)|+
√
ε

∫ t

0
|E| ds < |ρ(0)|+

√
εB0t < c4+

2B0

λ

√
ε log

δ2
0

c2ε
< c4+1, (14)

for smallε. Thus, selectingKρ = c4 + 2 and using the continuity of the functionρ(t), we
obtain from (14) that the second inequality in (11) cannot be violated att = T0 either.

As far as the last inequality in (11), the normal form (6) yields the differential
equation

d

dt
(w1w2) = [〈Y1 + Y4, w〉 + 〈Y2 + Y5, ζ〉 +

√
ε(Y3 + Y6)]w1w2. (15)
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From this equation we obtain that for 0≤ t < T0, the product of the twow-components
of the solutionx(t) admits the estimate

|w1(t)w2(t)| ≤ |w1(0)w2(0)| +
∫ t

0

∣∣∣〈Y1 + Y4, w〉

+〈Y2 + Y5, ζ〉 +
√
ε(Y3 + Y6)

∣∣∣|w1(s)w2(s)| ds
< c3ε +

∫ t
0 2B0[

√
2δ0 +Bζεβ +

√
ε]|w1(s)w2(s)| ds.

Then a simple Gronwall estimate shows that

|w1(t)w2(t)| ≤ c3ε exp
{

2B0[2
√

2δ0 +Bζε
β +

√
ε]Tε

}
<
c3

δ0
ε exp 4B0[

√
2 + 1]Tε,

which implies that

|w1(t)w2(t)| < c3

(
δ2

0

c2

)4B0[
√

2+1]
δ0
λ

ε1−8B0[
√

2+1]
δ0
λ < c3ε

α, (16)

if we chooseδ0 small enough such that

(
δ2

0

c2

)4B0[
√

2+1]
δ0
λ

< 1, δ0 <
λ(1 − α)

4B0(1 +
√

2)

hold. Again, by continuity with respect tot, (16) implies|w1(T0)w2(T0)| ≤ c3ε
α/δ0,

hence the last inequality in (11) cannot be violated att = T0 either. But this contradicts
our original assumption on the timeT0 and proves the statement of the lemma. �

In the following lemma we describe how the coordinates of passing trajectories
change and how this change depends on the initial values of these coordinates upon
entry into the neighborhoodU0.

Lemma 4.2. Let us fix a constant12 < β < 1 and assume that for0 < ε < ε0 and
δ0 < δ1, the entry conditions (9) hold for a solutionx(t) which enters the setU0 at
t = 0 and leaves it att = T ∗. Let us introduce the notationa = (w20, ζ0, ρ0, ψ0) and let
x0 = (δ0,a) andx∗ = x(T ∗) = (w∗

1 , δ0, ζ
∗, ρ∗, ψ∗) define the coordinates of the solution

at entry and departure, respectively. Then there exist constantsK > 0 , 0 < µ < 1
2 ,

andδ∗
0 > 0, and for anyδ0 < δ∗

0 there existsε∗0 > 0 such that for all0 < ε < ε∗0 the
following estimates hold:

(i)

|w∗
1 | < Kεβ , |ζ∗ − ζ0| < Kεβ , |ρ∗ − ρ0| < K

√
ε
β
, |ψ∗ − ψ0| < K

√
ε
β
.

(ii)

|Daw
∗
1 | < Kεβ , |Da ζ

∗ − (0, 1, 0, 0)| < Kεµ,
|Daρ

∗ − (0, 0, 1, 0)| < Kεµ, |Daψ
∗ − (0, 0, 0, 1)| < Kεµ.

(iii)

|Dεµ w
∗
1 | < Kεβ , |Dεµζ

∗| < Kεµ, |Dεµ ρ
∗| < Kεµ, |Dεµψ

∗| < Kεµ.
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Proof. We start the proof by establishing a lower estimate and a refined upper estimate
for the exit timeT ∗. From the normal form (6) we easily obtain that

|w20| e(λ+3δ0B0)t > |w2(t)| > |w20| e(λ−3δ0B0)t, (17)

which in turn gives

T1 =
1

λ + 3δ0B0
log

δ2
0

c2ε
< T ∗ < T2 =

1
λ− 3δ0B0

log
δ2

0

c2ε
(18)

for any solution with initial conditions satisfying the estimates in (9).
We now turn to the proof of statement (i). From (6) we obtain that

|w∗
1 | = |w1(T ∗)| < |w1(T1)| < |w10| e−(λ−3δ0B0)T1 < δ0

(
δ2

0

c2

)λ−3δ0B0
λ+3δ0B0

εβ (19)

provided

δ0 <
λ(1 − β)

3B0(1 +β)
. (20)

By Lemma 4.1, all inequalities in (9) hold fort ∈ [0, T ∗], thus selectingBζ = 7c1CA
(as in the proof of that lemma) and settingt = T ∗, we obtain

|ζ∗| < Bζε
β .

This inequality and (9) imply that

|ζ∗ − ζ0| ≤ |ζ∗| + |ζ0| < (Bζ + 1)εβ . (21)

From the third equation in (6) we see that

|ρ∗ − ρ0| ≤
√
ε

∫ T∗

0
|E|x(t) dt <

√
εB0Tε <

2B0

λ

√
ε log

δ2
0

c2ε
<

2B0

λ

√
ε
β
. (22)

Finally, the last equation in (6) and (11) yield the estimate

|ψ∗ − ψ0| ≤
∫ T∗

0

[
|(F1ζ) ζ| +

√
ε |F2| + |F3| |w1w2|

]
x(t)

dt

<
[
B2
ζB0ε

2β +
√
εB0 + B0c3

δ0
εα
]
Tε

< 2B0
λ

[
B2
ζ + c3

δ0
+ 1
]√

ε
β
.

(23)

But then (19), (21), (22), and (23) show that statement (i) of the lemma is satisfied if we
chooseK > 0 big enough.

To prove statement (ii), we first need the variational equation associated with the
normal form (6). We shall only sketch the proof of the estimates in (ii) for the derivatives
of x∗ with respect toρ0. To this end, we need theρ0-variational equation associated with
the normal form (6):
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d
dt

(
Dρ0w1

)
=
[
−λ + 〈Y1, w〉 + 〈Y2, ζ〉 +

√
εY3
]
Dρ0w1

+
[
〈DY1Dρ0x,w〉 + 〈Y1, Dρ0w〉

+ 〈DY2Dρ0x, ζ〉 + 〈Y2, Dρ0ζ〉 +
√
εDY3Dρ0x

]
w1,

d
dt

(
Dρ0w2

)
=
[
λ + 〈Y4, w〉 + 〈Y5, ζ〉 +

√
εY6
]
Dρ0w2

+
[
〈DY4Dρ0x,w〉 + 〈Y4, Dρ0w〉

+ 〈DY5Dρ0x, ζ〉 + 〈Y5, Dρ0ζ〉 +
√
εDY6Dρ0x

]
w2,

d
dt

(
Dρ0ζ

)
= ADρ0ζ +

(
DZ1Dρ0x ζ

)
ζ + (Z1ζ)Dρ0ζ

+
(
Z1Dρ0ζ

)
ζ +

√
ε 〈DZ2Dρ0x, ζ〉

√
ε 〈Z2, Dρ0 ζ〉 +DZ3Dρ0xw1w2 +Z3Dρ0(w1w2),

d
dt

(
Dρ0ρ

)
=

√
εDEDρ0x,

d
dt

(
Dρ0ψ

)
=
(
DF1Dρ0x ζ

)
ζ +
(
F1Dρ0ζ

)
ζ + (F1ζ)Dρ0ζ

+
√
ε 〈DF2, Dρ0x〉 + 〈DF3, Dρ0x〉w1w2

+F3Dρ0(w1w2).

(24)

Let us select constantsα, γ, µ, andν with

0< µ < ν <
1
2
< γ < β < α < 1. (25)

Then, by the smoothness of the solutionx(t) with respect tot, there exists a timeT0 ≤ T ∗
such that for allt ∈ [0, T0) and forε > 0 sufficiently small,

|Dρ0ζ(t)| ≤ B
′
ζε
γ , |Dρ0ρ(t) − 1| ≤ K

′
ρε
µ, |Dρ0ψ(t)| ≤ K

′
ψε
µ, (26)

|Dρ0[w1(t)w2(t)]| ≤ K
′
0ε
β ,

|Dρ0w1(t)| ≤ K
′
wε
β , |Dρ0w2(t)| ≤ K

′
wε

−ν , ‖Dρ0x(t)‖ ≤ 2K
′
wε

−ν ,
(27)

with appropriate positive constantsB
′
ζ ,K

′
ρ,K

′
ψ,K

′
0, andK

′
w. We also recall that for

t ∈ [0, T ∗], the inequalities in (11) hold, and we haveT ∗ < Tε by Lemma 4.1.
As in the proof of Lemma 4.1, we shall argue that none of the inequalities in (26) and

(27) can be violated att = T0 if we choose the constants appearing in those inequalities
properly. Thus we can selectT0 = T ∗, i.e., we obtain estimates of the form (26) and (27)
on the whole time interval while the solutionx(t) stays inside the setU0. We shall use
these estimates to prove statement (ii) of the lemma.

We start by considering the inequalities in (26). From the third equation in (24) we
obtain that

|Dρ0ζ(t)| ≤
∫ t

0
CA

[
B2
ζε

2βB02K
′
wε

−ν + 2BζB0ε
β |Dρ0ζ(t)|

]
+CA

[√
εB02K

′
wε

−νBζεβ +
√
εB0|Dρ0ζ(t)| +B02K

′
wε

−ν c3

δ0
εα
]
ds

< 2CAK
′
wB0

[
B2
ζε

2β−ν +Bζε
1
2 +β−ν +

c3

δ0
εα−ν

]
T0
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+
∫ t

0
2CABζB0ε

β |Dρ0ζ(t)| ds (28)

<
1
e
B

′
ζε
γ +
∫ t

0
2CABζB0ε

β |Dρ0ζ(t)| ds,

provided we chooseν small enough so that

α− γ > ν, (29)

and selectε small enough. Then the Gronwall inequality applied to (29) shows that for
all t ∈ [0, T0],

|Dρ0ζ(t)| ≤ B
′
ζε
γ exp

[
4
√
εCAB0Bz
λ

log
δ2

0

c2ε

]
≤ B

′
ζε
γ , (30)

for ε small. For allt ∈ [0, T0], from the fourth equation in (24) we obtain the estimate

|Dρ0ρ(t) − 1| ≤ K
′
ρε
µ,

if we selectµ small enough such that

1
2

− ν > µ. (31)

Using the last equation in (24), we see that for allt ∈ [0, T0],

|Dρ0ψ(t)| ≤
∫ t

0 (B02K
′
wε

−νB2
ζε

2β +B0B
′
ζε
γBζε

β +B0Bζε
βB

′
ζε
γ +

√
εB02K

′
wε

−ν

+B02K
′
wε

−ν c3
δ0
εα +B0K

′
0ε
β) ds

< B0

[
2B2

ζK
′
wε

2β−ν + 2BζB
′
ζε
β+γ + 2K

′
wε

1
2 −ν + 2K

′
w
c3
δ0
εα−ν +K

′
0ε
β
]
Tε

< K
′
ψε
µ,

(32)
provided (29) and (31) hold.

To estimate the time interval on which the last inequality in (26) holds, we note that
the time evolution of the quantityw2Dρ0w1 is given by the equation

d
dt

(
w2Dρ0w1

)
= [〈DY1Dρ0x, w〉 + 〈Y1,Dρ0w〉 + 〈DY2Dρ0x, ζ〉 + 〈Y2, Dρ0ζ〉

+
√
ε 〈DY3,Dρ0x〉]w1w2

+
[
〈Y1 + Y4, w〉 + 〈Y2 + Y5, ζ〉 +

√
ε (Y3 + Y6)

]
w2Dρ0w1.

(33)

We now estimate the terms on the right-hand-side of this expression individually on the
time interval [0, T0). The first term can be estimated as

|〈DY1Dρ0x, w〉w1w2| < B0
(
w2

1 |w2| +w2
2 |w1|

)(
|Dρ0w1| + |Dρ0w2| + |Dρ0ζ| + |Dρ0ρ| + |Dρ0ψ|

)
< B0

[
|w2Dρ0w1|

(
w2

1 + |w1w2|
)

+ |w1Dρ0w2|
(
w2

2 + |w1w2|
)

+3 |Dρ0ρ| |w1w2|
(
|w1| + |w2|

)]
< 2δ2

0B0
(
|w2Dρ0w1| + |w1Dρ0w2|

)
+ 12B0c3ε

α.

(34)

In a similar fashion, we can estimate the remaining terms to obtain
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|〈Y1,Dρ0w〉w1w2| < δ0B0
(
|w2Dρ0w1| + |w1Dρ0w2|

)
,

|〈DY2Dρ0x, ζ〉w1w2| < δ0BζB0ε
β
(
|w2Dρ0w1| + |w1Dρ0w2| + 6c3

δ2
0
εα
)
,

|〈Y2,Dρ0ζ〉w1w2| < B0
c3B

′
ζ

δ0
εα+γ ,

√
ε |〈DY3, Dρ0x〉w1w2| < δ0B0

√
ε
(
|w2Dρ0w1| + |w1Dρ0w2| + 6c3

δ2
0
εα
)
,

|〈Y1 + Y4, w〉w2Dρ0w1| < 2δ0B0 |w2Dρ0w1| ,
|〈Y2 + Y5, ζ〉w2Dρ0w1| < 2BζB0ε

β |w2Dρ0w1| ,
|(Y3 + Y6)w2Dρ0w1| < 2B0

√
ε |w2Dρ0w1| .

(35)

Integrating (33) and using the estimates (34)–(35), we find that for allt ∈ [0, T0),

|w2(t)Dρ0w1(t)|

<

∫ t

0
δ0B0

[
11|w2Dρ0w1| + 5 |w1Dρ0w2|

]
+
c3B0

δ0

(
B

′
ζ + 12δ0 + 6(Bζ + 1)

)
εα ds,

which gives

|w2(t)Dρ0w1(t)| < 2c3B0
δ0λ

(
B

′
ζ + 12δ0 + 6(Bζ + 1)

)
εα log δ2

0
c2ε

+
∫ t

0 δ0B0
[
11|w2Dρ0w1| + 5 |w1Dρ0w2|

]
ds.

(36)

By the symmetry of the normal form (6), we immediately obtain

|w1(t)Dρ0w2(t)| < 2c3B0
δ0λ

(
B

′
ζ + 12δ0 + 6(Bζ + 1)

)
εα log δ2

0
c2ε

+
∫ t

0 δ0B0
[
11|w1Dρ0w2| + 5 |w2Dρ0w1|

]
ds.

(37)

Adding the two inequalities (36) and (37), then applying a Gronwall estimate to the
resulting inequality, we obtain

|w2(t)Dρ0w1(t)| + |w1(t)Dρ0w2(t)| <
[

4c3B0
δ0λ

(
B

′
ζ + 12δ0 + 6(Bζ + 1)

)
εα log δ2

0
c2ε

]
× exp

(
32δ0B0
λ log δ2

0
c2ε

)
< K

′
0ε
β ,

(38)
where we selected

α− β >
32δ0B0

λ
, (39)

and assumed thatε is small enough. Then the inequality (38) implies that for allt ∈
[0, T0],

|Dρ0[w1(t)w2(t)]| ≤ K
′
0ε
β . (40)

It then remains to verify the last three inequalities in (26) fort ≤ T0. Using the second
inequality in (9) with (17) and (38) yields the estimate

|Dρ0w1(t)| < 4c3B0

c2λ

(
B

′
ζ + 12δ0 + 6(Bζ + 1)

)(δ2
0

c2

) 19δ0B0−λ

λ−3δ0B0

ε
α+

16δ0+B0
λ−3δ0B0 . (41)

If we use (39) and select
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δ0 <
λ

6B0
, (42)

then we obtain

|Dρ0w1(t)| < K
′
wε
β ,

since 32δ0B0/λ > 16δ0B0/(λ− 3δ0B0). Furthermore, from (36)–(37) we obtain

|w1(t)Dρ0w2(t)| < K̄

δ0
εα log

δ2
0

c2ε
e16δ0B0t

for an appropriate constant̄K. This, combined with the easy estimate|w1(t)| >
δ0 exp[−(λ + 3δ0B0)t] from the normal form (6), implies that

|Dρ0w2(t)| < K̄

δ0
εα log

δ2
0

c2ε
e(λ+19δ0B0)T2 < K̄ε−ν , (43)

if we choose

α + ν >
λ + 19δ0B0

λ− 3δ0B0
, (44)

and letε > 0 be small enough. Since the last inequality in (27) trivially follows from
(26), (41), (43), we conclude from (30)-(32) and (40)-(43) that the estimates in (27) hold
for all t ∈ [0, T ∗], provided we satisfy (20),(29), (31), (39), (42), (44), and selectε small
enough.

We now use (26) and (27) to prove statement (ii) of the lemma. First note that for
any initial valuex0 ∈ ∂1U0, the timet = T ∗ that the corresponding solutionx(t;x0)
spends withinU0 is the solution of the equation

w2(t;x0) = δ0, t ≥ 0. (45)

From the second equation in (6) we can estimate the magnitude of ˙w2(T ∗) as

|ẇ2(T ∗)| ≥ λ

2
|w2(T ∗)| =

λ

2
δ0.

This inequality shows that

∂

∂t
w2 (t;x0)t=T∗ = ẇ2(T ∗) 6= 0,

hence, by the implicit function theorem, we can solve (45) near (T ∗, x0) to obtain a
continuous functionT ∗(x0). Moreover, this function is in fact of classCr, since the
solutionw2(t;x0) is aCr function of the initial data and depends ont in aCr fashion.
Consequently, the function

x∗(x0) = x(T ∗(x0);x0)

is of classCr. Using this expression, the derivatives of the components ofx∗ with respect
to ρ0 can be computed as
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Dρ0w
∗
1(x0) = − ẇ1(T ∗;x0)

ẇ2(T ∗;x0)
Dρ0w2(T ∗;x0) +Dρ0w1(T ∗;x0),

Dρ0ζ
∗(x0) = − ζ̇(T ∗;x0)

ẇ2(T ∗;x0)
Dρ0w2(T ∗;x0) +Dρ0ζ(T ∗;x0),

Dρ0ρ
∗(x0) = − ρ̇(T ∗;x0)

ẇ2(T ∗;x0)
Dρ0w2(T ∗;x0) +Dρ0ρ(T ∗;x0), (46)

Dρ0ψ
∗(x0) = − ψ̇(T ∗;x0)

ẇ2(T ∗;x0)
Dρ0w2(T ∗;x0) +Dρ0ψ(T ∗;x0),

where we used (45). Then, using the normal form (6), the estimates in (26)-(27) with
t = T ∗, and the inequality (31), we obtain from (46) the following estimates:

|Dρ0w
∗
1(x0)| < 3δ2

0

c2ε
e−2(λ−3δ0B0)T1K ′

wε
−ν +K ′

wε
β

< K1ε
λ−9δ0B0
λ+3δ0B0

−ν +K ′
wε
β < (K1 +K ′

w)εβ ,

|Dρ0ζ
∗(x0)| < 2K

′
w

λδ0

[
‖A‖Bζεβ+B2

ζB0ε
2β+

√
εB0Bζε

β+B0
c3

δ0
εα
]
ε−ν+

2B
′
ζ

λδ0
εγ

<

[
B

′
ζ +

2K
′
w

λδ0

(
B0

(
B2
ζ +Bζ +

c3

δ0

)
+ ‖A‖Bζ

)]
εµ, (47)

|Dρ0ρ
∗(x0) − 1| <

√
ε
2B0K

′
w

λδ0
ε−ν +K

′
ρε
µ <

[
K

′
ρ +

2B0K
′
w

λδ0

]
εµ,

|Dρ0ψ
∗(x0)| < 2

λδ0

[
B2
ζB0ε

2β +
√
εB0 +B0

c3

δ0
εα
]
K

′
wε

−ν +K
′
ψε
µ

<

[
K

′
ψ +

2K
′
wB0

λδ0

(
B2
ζ + 1 +

c3

δ0

)]
εµ,

if we let

β + ν <
λ− 9δ0B0

λ + 3δ0B0
. (48)

But (47), together with identical estimates for the rest of the components ofDax
∗,

implies the inequalities in statement (ii) of the lemma.
It remains to show that the constants we introduced in the proof of statements (i)-(ii)

can indeed be chosen in a way so that all required relations are satisfied. To satisfy these
relations, we pick

α =
β + 1

2
, γ =

2β + 1
4

, ν = β(1 − β), µ =
1 − β

2
. (49)

For this choice of parameters, the inequalities (25), (29), and (31) are satisfied. Further-
more, (39) and (42) are also satisfied if

δ0 <
1 − β

64B0
, (50)

and (44) is satisfied if
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δ0 <
λ
(
3β − 2β2 − 1

)
B0
(
9β − 6β2 + 41

) . (51)

Finally, condition (48) requires that

δ0 <
λ
(
β2 − 2β + 1

)
3B0

(
−β2 + 2β + 3

) . (52)

Therefore,δ0 > 0 must be smaller than the minimum of the right-hand-side of the
inequalities in (20), (39), (50),(51) and (52). This completes the proof of (i)-(ii).

The proof of statement (iii) is very similar to that of (ii), so we only outline the
necessary steps. From the normal form (6) we see that the derivatives of the components
of the solutionx(t) with respect toε ≡ εµ satisfy the equations

d
dt (Dεw1) =

[
−λ + 〈Y1, w〉 + 〈Y2, ζ〉 +

√
εY3
]
Dεw1 +

[
〈DY1Dεx,w〉

+ 〈Y1, Dεw〉 + 〈DY2Dεx, ζ〉 + 〈Y2, Dεζ〉 +
√
εDY3Dεx + ε

1−2µ
2µ

2µ Y3

]
w1,

d
dt (Dεw2) =

[
λ + 〈Y4, w〉 + 〈Y5, ζ〉 +

√
εY6
]
Dεw2 +

[
〈DY4Dεx,w〉 + 〈Y4, Dεw〉

+ 〈DY5Dεx, ζ〉 + 〈Y5, Dεζ〉 +
√
εDY6Dεx + ε

1−2µ
2µ

2µ Y6

]
w2,

d
dt (Dεζ) = ADεζ + (DZ1Dεx ζ) ζ + (Z1ζ)Dεζ + (Z1Dεζ) ζ +

√
ε 〈DZ2Dεx, ζ〉

+
√
ε 〈Z2, Dε ζ〉 + ε

1−2µ
2µ

2µ 〈Z2, ζ〉 +DZ3Dεxw1w2 +Z3Dε(w1w2),

d
dt (Dερ) =

√
εDE3Dεx + ε

1−2µ
2µ

2µ E3,

d
dt (Dεψ) = (DF1Dεx ζ) ζ + (F1Dεζ) ζ + (F1ζ)Dεζ +

√
ε 〈DF2, Dεx〉 + ε

1−2µ
2µ

2µ F2

+ 〈DF3, Dεx〉w1w2 + F3Dε(w1w2).
(53)

As in the proof of statement (i), we can assume that fort ∈ [0, T0) and ε > 0
sufficiently small,

|Dεζ(t)| ≤ B̄
′
ζε
γ , |Dερ(t)| ≤ K̄

′
ρε
µ, |Dεψ(t)| ≤ K̄

′
ψε
µ, (54)

|Dε[w1(t)w2(t)]| ≤ K̄
′
0ε
β , |Dεw1(t)| ≤ K̄

′
wε
β , |Dεw2(t)|

≤ K̄
′
wε

−ν , ‖Dεx(t)‖ ≤ 2K̄
′
wε

−ν .
(55)

From (53), in the same way as in (29), (32), (38), (41), and (43), we obtain that the
estimates in (54)-(55) continue to hold fort ≤ T ∗. (To see this one only has to note that
ε

1
2 −µ+β < εβ < εγ , andε

1
2 −µ < εν .) Calculations similar to those leading to (46) now

give

Dεw
∗
1 = − ẇ1(T ∗)

ẇ2(T ∗)
Dεw2(T ∗) +Dεw1(T ∗),

Dεζ
∗ = − ζ̇(T ∗)

ẇ2(T ∗)
Dεw2(T ∗) +Dεζ(T ∗),

Dερ
∗ = − ρ̇(T ∗)

ẇ2(T ∗)
Dεw2(T ∗) +Dερ(T ∗), (56)

Dεψ
∗ = − ψ̇(T ∗)

ẇ2(T ∗)
Dεw2(T ∗) +Dεψ(T ∗).
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Then, just as in (47), we obtain from (54)-(56) the estimates listed in statement (iii) of
the lemma. �

It is important to note that in the proof of the above lemma we made no use of the
fact that our original system (1) isO(ε)-close to a Hamiltonian system. As it will turn
out later, this fact enables us to refine some of the estimates in Lemma 4.2 for a special
class of initial conditions.

5. Local and Global Maps

Lemma 4.2 shows that the “local map”x0 7→ x∗(x0), as well as its partial derivatives
remain bounded in the limitε → 0. This enables us to extend the local map to the limit
ε = 0 so that the extension is differentiable inεµ atε = 0. To make this idea more precise,
for ε ≥ 0 and fixedδ0 > 0 we introduce the set

Lε = {(w, ζ, ρ, ψ) ∈ ∂1U0 ∩Wu(Π) | |w1| = δ0,
c2ε

δ0
≤ |w2| ≤ c3ε

δ0
, |ζ| ≤ c1ε

β , |ρ| ≤ c4}.

(57)

Lε is a subset of the unstable manifold ofΠ whose points satisfy the entry conditions
in (9). In general,Lε is the disjoint union of two-dimensional manifolds, and these
manifolds collapse to the single two-dimensional manifold

L0 = ∂1U0 ∩W s
loc(Π)

for ε = 0. For ε > 0, we define thelocal mapLε: Lε → ∂1U0 as

Lε(δ0, w20, ζ0, ρ0, ψ0) = (w∗
1 , δ0, ζ

∗, ρ∗, ψ∗) (58)

with the coordinates defined as in Lemma 4.2. By the smoothness of the flow with respect
to t, for ε > 0 the mapLε is of classCr. For ε ≥ 0 we now define the mapL0: Lε →
∂1U0 as

L0(δ0, w20, ζ0, ρ0, ψ0) = (0, δ0, ζ0, ρ0, ψ0).

Note that this map simply projects any point to the local unstable manifoldW s
loc(Mε)

and pushes the projection along an unstable fiber to the intersection of the fiber with
∂1U0. Clearly,L0 is a smooth map. Furthermore, a consequence of Lemma 4.2 is the
following result.

Proposition 5.1. For ε > 0 small enough and for1/2< β < 1 in the entry conditions
(9), there exists0< µ < 1/2 such that the local map can be written as

Lε(x0) = L0(x0) + εµL1(x0, ε
µ),

whereL1 isC1 in its arguments andL1(x0; 0) = 0.

The statement of this proposition follows directly from Lemma 4.2, since the
solution-dependent constantsK andµ appearing in the statement of the lemma can
be chosen uniformly forx0 ∈ Lε by the compactness of the closure ofΠ.
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Remark 5.1.It is also easy to see from (58) that the formal extensionL0 of the local
map isCr in δ0 in a neighborhood ofδ0 = 0. In this limit, the domain ofL0 becomes
L0 = Π.

We now have a good approximation for the local mapLε when restricted to initial
conditions in the unstable manifold of the planeΠ. We also want to follow initial
conditions as they leave one of the faces{|w2| = δ0} of the boxU0 and return to some
other face with|w1| = δ0. Such a global excursion starts from the set

Gε = {(w, ζ, ρ, ψ) ∈ ∂1U0 ∩Wu(Π) | |w2| = δ0, |w1| < Kεβ , |ζ| ≤ Kεβ},
(59)

and is described by theglobal mapGε: Gε → ∂1U0 defined as

Gε(w
∗
1 , δ0, ζ

∗, ρ∗, ψ∗) = (δ0, w20, ζ0, ρ0, ψ0). (60)

The constantK > 0 appearing in the definition ofGε is the same as in statement (i) of
Lemma 4.2. An approximation for the global map is given in the following lemma.

Lemma 5.2. For ε ≥ 0 and for all sufficiently smallδ0 ≥ 0, the global map can be
written as

Gε(x
∗) = x∗ + 1x + δ0G1(x∗, δ0) +

√
εG2(x∗, ε),

whereGj areC1 in their arguments, and the vector1x is defined in (4).

Proof. We first observe that the mapG0: G0 → Π remains well-defined in the limit
δ0 = 0 with domainG0 = Π. The mapG0 simply relates theα-limit points of unperturbed
heteroclinic orbits inWu(C) ≡ W s(C) to theirω-limit points. Therefore, forδ0 = 0 we
obtainG0(x∗) = x∗ + 1x from assumption (H6). For nonzeroδ0 > 0, G0 maps the
first intersections of solutions in the homoclinic manifoldsW±

0 (C) with ∂U0 to their
second intersections with∂U0. Since these solutions locally coincide with unperturbed
fibers inW s,u

loc(C), and fibers depend smoothly on their basepoints, we obtain that
G0(x∗) = x∗ +1x+δ0G1(x∗, δ0).Now by assumption (H2), forx∗ ∈ Gε, the global map
Gε(x∗) is smooth in the initial conditionx∗ and the parameter

√
ε. Initial conditions in

the domain ofG0 are at mostO(εβ) (with β > 1/2) away fromGε, and the magnitude to
the perturbation in the Fenichel normal (6) is of orderO(

√
ε). This proves the statement

of the lemma. �

6. Energy Estimates

In this section we shall study how the conservation of the HamiltonianH = H0 + εH1
is violated on solutions due to the presence of general dissipative terms in Eq. (1). The
reason for this study is that we shall use the “energy”H together with the normal form
variables (w2, ζ, ρ, ψ) as coordinates to identify solutions entering the setU0 through its
facew1 = δ0. Similarly, we shall use the coordinates (H,w1, ζ, ρ, ψ) to label solutions
that leaveU0 through its facew2 = δ0.

We start with some preliminary estimates which will be needed in our main energy
estimate.
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Lemma 6.1. Let us fix a constant12 < β < 1 and assume that for0 < ε < ε0 and
δ0 < δ1, the estimates (9) hold for a solutionx(t) which enters the setU0 at t = 0 and
leaves it att = T ∗. Then there exist constantsL > 0 andδ∗

0 > 0, and for anyδ0 < δ∗
0

there existsε∗0 > 0 such that for all0< ε < ε∗0 we have∫ T∗

0
|ζ(t)| dt < L

√
ε,

∫ T∗

0
|w1(t)| dt

< Lδ0,

∫ T∗

0
|w2(t)| dt < Lδ0,

∫ T∗

0
|ρ(t)| dt < Lεµ,

(61)

whereµ = (1− β)/2 (see (49)).

Proof. The proof of this lemma is elementary, as it follows directly from the normal
form (6) and the entry conditions (9). The reader may consult Haller [21] for details.
�

We now formulate our main energy estimate for solutions that lie in the unstable
manifold of the invariant manifoldΠ and make repeated passages nearΠ.

Lemma 6.2. Suppose thatx(t) is a solution of the normal form (6), which lies in the
unstable manifold of the invariant manifoldΠ. Letq0 be the first intersection ofx(t) with
the surface∂1U0 and letbε = b0 + (0,

√
εη) ∈ Π with b0 ∈ (φ0, 0) ∈ C be the basepoint

of the unstable fiberfu(bε) which contains the pointq0. Let xi(t), i = 1, . . . , N be a
chain of unperturbed heteroclinic orbits for the system (1) (see Fig. 1) such that

lim
t→−∞x1(t) = b0, lim

t→+∞xi−1(t) = lim
t→−∞xi(t), i = 2, . . . , N.

Suppose that the solution returns to∂1U0N times to intersect it in the pointsp1, . . . , pN ,
and to leave it again at the pointsq1, . . . , qN−1. Assume further that, for some constants
1
2 < β < 1, 0< ε < ε0, andδ0 < δ1, the entry conditions (9) hold for the solutionx(t)
at each entry pointpk. (For N = 1, c2 = 0 is allowed in (9).)

Then, forδ0, ε > 0 sufficiently small, we have

H(pN ) = H0|C + ε

[
H(b0) +

N∑
i=1

∫ ∞

−∞
〈DH0, g〉xi(t) dt + O(δ0, ε

µ)

]
,

where0< µ < 1
2 , and the “slow” HamiltonianH is the first order term in the expansion

of (H0 + εH1)|Π near the torusC, i.e.,

H =
1
2

〈
η,D2

IH0(Π)|Cη
〉

+H1|C. (62)

Proof. We start by writingH(pN ) in the form

H(pN ) = H(bε) + [H(q0) −H(bε)]

+
N−1∑
i=1

H(qi) −H(pi) +
N∑
i=1

H(pi) −H(qi−1).
(63)

We shall estimate the four main terms of this expression separately.
To estimate the first term, we note that



20 G. Haller

∆φ ∆φ ∆φφ
ΠI

ε

x1(t)

2x (t)

3x (t)

0b

z

C

Fig. 1.The chain of heteroclinic orbitsxi(t)

H(bε) = (H0 + εH1) |bε
= H0|C + εH(b0) + O(ε3/2), (64)

where we used the fact thatDH0|C = 0 since the torusC is filled with equilibria for
ε = 0.

To estimate the second term in (63), we consider the “Hamiltonian” unstable fiber
fug=0(bε), which intersects the surface∂1U0 at a point ¯q0. Then, we haveH(q̄0) = H(bε),
and the mean value theorem implies that

|H(q0) −H(bε)| = |H(q0) −H(q̄0)| < |DH(q̂) · (q0 − q̄0)| , (65)

where the point ˆq lies on the line connectingq0 andq̄0. Since the unstable fibers are of
classCr in the parameterε, we have

|q0 − q̄0| < K1ε,

for some integerK1. Furthermore, the gradient ofH at the point ˆq satisfies the estimate

|DH(q̂)| < K2δ0.

Therefore, the inequality in (65) can be rewritten as

|H(q0) −H(bε)| < K1K2δ0ε. (66)

To estimate the third term in (63), we note that

N−1∑
i=1

H(qi) −H(pi) =
N−1∑
i=1

∫ T∗
i

0
Ḣ(x(t)) dt =

N−1∑
i=1

∫ T∗
i

0

[
DH ·

(
ω](DH) + εg

)]
x(t) dt

= ε
N−1∑
i=1

∫ T∗
i

0
〈DH0, g 〉x(t) dt + O(ε2 log

1
ε

), (67)
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where we used the fact that, by definition,DH ·ω](DH) = ω
(
ω](DH), ω](DH)

)
= 0.

In (67)T ∗
i denotes the time of flight for the solutionx(t) from the pointpi toqi,and hence

obeys the estimate (10). (Hereν > 0 is the constant defined in (49) andε is sufficiently
small.) We shall now estimate the three terms in the integrand on the right-hand-side of
(67).

Noting thatDH0|C = 0, we obtain that if (w, ζ, ρ, ψ) are the coordinates of a point
p ∈ S0, then

DH0(p) = A1(w, ζ, ρ, ψ)w1+A2(w, ζ, ρ, ψ)w2+A3(w, ζ, ρ, ψ)ζ+A4(w, ζ, ρ, ψ)ρ (68)

for appropriateCr−1 functionsAi. Using Lemma 6.1 together with (68), we obtain

N−1∑
i=1

∫ T∗
i

0
〈DH0, g 〉x(t) dt = O(δ0) + O(εµ). (69)

But this last equation and the energy expression (67) shows that

N−1∑
i=1

H(qi) −H(pi) = O(εδ0,ε
1+µ), (70)

where we used the relation (31).
To complete the proof of the lemma, it remains to estimate the last sum in the expres-

sion (63). Standard “finite-time-of-flight” Gronwall estimates imply that the perturbed
solutions remain close to the chain of unperturbed solutions

{
xi(t)

}
outside the fixed

neighborhoodU0 of the manifoldMε. Combining this with the fact that the size ofU0
is of orderO(δ0), we can compute the change in energy between the pointsqi−1 andpi
in the same way as in the first line of Eq. (67). We then obtain

N∑
i=1

H(pi) −H(qi−1) = ε
N∑
i=1

∫ ∞

−∞
〈DH0, g〉 |xi(t) dt + O(εδ0). (71)

But (63), (64), (70), and (71) together prove the statement of the lemma.�

In the following lemma we estimate the energy of a pointsN ∈ W s
loc(Mε) ∩ ∂1U0

which has the same (z, η, φ) coordinates as the pointpN on the incoming solutionx(t).
We will use this estimate to compute the energy difference between the pointpN and its
projection on the unstable manifold ofMε.

Lemma 6.3. Suppose thatx(t) is a solution of the normal form and let the points
p1, . . . , pN andq0, . . . , qN−1 be defined as in Lemma 6.2. Suppose that the assumptions
of that lemma hold andcε ∈ Mε is the basepoint of a stable fiberfs(cε) such that for
the pointsN = fs(cε) ∩ ∂1U0,

(ζpN
, ρpN

, ψpN
) = (ζsN

, ρsN
, ψsN

). (72)

Then, for the energy of the pointsN , we have the expression

H(sN ) = H0|C + εH(b0 +N1φ) + O(εδ0, ε
1+β/2), (73)

where the phase shift vector1φ is defined in (4) and the slow HamiltonianH is defined
in (62).
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Proof. Since the entry estimates (9) are assumed to hold for the incoming solutionx(t),
Eq. (72) implies that the stable fiberfs(cε) containingsN is locally O(εβ)-close to
another stable fiber with basepoint on the invariant manifoldΠ. By the smoothness of
fibers with respect to the parameterε, this implies that the basepointcε is O(εβ) close
toΠ, i.e.,

|zcε | < K7ε
β . (74)

Now sN lies at a distance of orderO(δ0) from the invariant manifoldMε, so by the
smoothness of individual stable fibers we have

(ηcε , φcε ) = (ηsN
, φsN

) + O(δ0). (75)

We now relate the energy of the basepointcε to the energy of the pointsN . Let the
point sh be the intersection of the “Hamiltonian” fiberfsg=0(cε) with the surface∂1U0.
Then, applying the mean value inequality with some points∗ lying on the line segment
connectingsN andsh, we can write

|H(sN ) −H(cε)| =
∣∣H(sN ) −H(sh)

∣∣ < |DH|s∗

∣∣sN − sh
∣∣

< |DH|s∗K8ε < K8K9δ0ε,

which yields
H(sN ) = H(cε) + O(δ0ε). (76)

Hence, to find an approximation for the energy of the pointsN , we have to compute the
energy of the fiber basepointcε. For this purpose, we have to find the restrictionHε of
the HamiltonianH to the manifoldMε.

In the originalx coordinate, the manifoldMε is given byx = f0(x) + εf1(x, ε). A
standard Taylor expansion onMε shows that

H0|Mε = H0|M0 + εDH0|M0 · f1 + O(ε2)

= H0|C + ε〈η,D2
IH0(Π)|Cη〉 + O(|z|2, ε|z|, ε 3

2 ),

H1|Mε = H1|M0 + O(ε)

= H1|C + O(|z|,
√
ε).

As a result, we have

Hε = H|Mε = H0|C + εH + O(|z|2, ε|z|, ε 3
2 ) (77)

with the slow HamiltonianH defined in (62).
Since the solutionx(t) travels for anO(1) amount of time near a chain of unperturbed

trajectories described in Lemma 6.2, we know that the pointq0 is O(
√
ε)-close to the

unperturbed solutionx1(t),and the pointpN isO(
√
ε
β)-close to the unperturbed solution

xN (t). SincexN (t) locally coincides with an unperturbed stable fiber, the smoothness
of fibers implies that the basepointcε of the fiber containingsN is O(

√
ε
β)-close to the

unperturbed fiber basepoint limt→∞ xN (t). As a result, we obtain

cε = b0 +N1φ + O(
√
ε
β
),

where1φ is defined in (4). But this last equation together with (74), (76), and (77) yields
the statement of the lemma. �
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7. The Existence of Multi-Pulse Homoclinic Orbits

In this section we establish a criterion for the existence of multi-pulse homoclinic or
heteroclinic orbits that are doubly asymptotic to the invariant manifoldMε.These orbits
are contained in the unstable manifold of the invariant manifoldΠ, and in some cases
they also lie in the stable manifold ofΠ.

We first give an easy improvement of the results listed in Lemma 4.2 on the coordi-
nates of the solutionx(t) upon its exit from the setU0. This improvement makes use of
the energy estimates in Lemma 6.2. The result is that the change in the coordinatesw1
andζ during local passages nearMε is of the orderO(ε) if the solutionx(t) satisfies
the entry conditions (9) and lies in the unstable manifold of the manifoldΠ. This is
due to the Hamiltonian nature of the unperturbed problem, which was not used in the
derivation of the general normal form (6).

Lemma 7.1. Let us fix a constant12 < β < 1 and assume that a solutionx(t) of the
normal form (6) enters the setU0 at t = 0 and leaves it att = T ∗. Assume further
that x(t) is contained in the manifoldWu(Π) and satisfies the entry conditions (9).
Let us introduce the notationa = (w20, ζ0, ρ0, ψ0) , and let x0 = (δ0,a) and x∗ =
x(T ∗) = (w∗

1 , δ0, ζ
∗, ρ∗, ψ∗) define the coordinates of the solution at entry and departure,

respectively.
Then there exist constantsK > 0 , 0 < µ < 1

2 , andδ∗
0 > 0, and for anyδ0 < δ∗

0
there existsε∗0 > 0 such that for all0< ε < ε∗0 the following estimates hold:

(i)

|w∗
1 | < Kε, |ζ∗| < Kε, |ρ∗ − ρ0| < K

√
ε
β
, |ψ∗ − ψ0| < K

√
ε
β
.

(ii)

|Daw
∗
1 | < Kεβ , |Da ζ

∗ − (0, 1, 0, 0)| < Kεµ,
|Da ρ

∗ − (0, 0, 1, 0)| < Kεµ, |Daψ
∗ − (0, 0, 0, 1)| < Kεµ.

(iii)

|Dεµ w
∗
1 | < Kεβ , |Dεµζ

∗| < Kεµ, |Dεµ ρ
∗| < Kεµ, |Dεµψ

∗| < Kεµ.

Proof. Consider the pointq∗ ∈ Wu
loc(Π) for whichw1q∗ = 0, ζq∗ = 0, and (ρq∗ , ψq∗ ) =

(ρx∗ , ψx∗ ) hold. By (i) of Lemma 4.2, the pointsq∗ andx∗ areO(εβ) close. To determine
the energy of the pointq∗, we consider the unstable fiberfu(b∗) which containsq∗. For
zero dissipation (g ≡ 0), the energy of the basepointb∗ of the fiberfug=0(b

∗) can be
written in the formH(b∗) = H0|C + O(ε),where we used (77). Since the energy is
constant on fibers forg ≡ 0, we immediately obtain

H(q∗) = H0|C + O(ε). (78)

This equation remains valid for nonzero dissipation, since unstable fibers perturb by an
O(ε) amount when we add the dissipative terms. Also, settingq1 = x∗ in Lemma 6.2,
we obtain that

H(x∗) = H0|C + O(ε).

This last equation together with (78) and the mean value inequality gives

K10ε > |H(q∗) −H(x∗)| =

∣∣∣∣DH(q̂) · q∗ − x∗

|q∗ − x∗|

∣∣∣∣ |q∗ − x∗| > K11δ0 |q∗ − x∗| , (79)
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where ˆq is an appropriate point on the line connecting the pointsq∗ andx∗.Here we made
use of the facts that the diameter of the setU0 is of the orderO(δ0) and the perturbed
flow intersects the line betweenq∗ andx∗ with O(1) transversality due to the geometry
of the unperturbed Hamiltonian flow. We rewrite (79) in the form

|q∗ − x∗| < K10

K11δ0
ε. (80)

Since the transformation from the (y, z, η, φ) coordinates to the (w, ζ, ρ, ψ) coordinates
is a diffeomorphism with norm of orderO(1), this last expression implies that

|w∗
1 | < K12ε, (81)

sincew1q∗ = 0. Furthermore, as the unstable fibers are straight lines for the local normal
form (6),ζq∗ = 0 must hold, since the basepoint of the unstable fiber containingq∗ lies
in the invariant manifoldΠ which obeysζ = 0. As a result, (81) implies

|ζ∗| < K13ε,

which, together with the estimate (81) proves the first two inequalities in statement (i)
of the lemma. The remaining inequalities are just restatements of the results listed in
Lemma 4.2. �

The following definition describes the types of orbits that we will be interested in
finding.

Definition 7.1. Let us consider a pointb0 ∈ C and letj = {ji}Ni=1 be a sequence of+1’s
and−1’s. An orbitxε of system (1) is called anN -pulse homoclinic orbit with basepoint
b0 and jump sequencej, if for some0< µ < 1

2 and forε > 0 sufficiently small,

(i) xε intersects an unstable fiberfu(bε) with basepointbε = b0 + O(εµ) ∈ Π,
(ii) xε intersects a stable fiberfs(cε) with basepointcε = b0 +N1φ + O(εµ) ∈ Mε

such thatdist(cε, Π) = O(ε).
(iii) Outside a small fixed neighborhood of the manifoldMε, the orbitxε is orderO(εµ)

close to a chain of unperturbed heteroclinic solutionsxi(t), i = 1, . . . , N , such that

lim
t→−∞x1(t) = b0, lim

t→+∞xi−1(t) = lim
t→−∞xi(t), i = 2, . . . , N.

Furthermore, fork = 1, . . . , N and for all t ∈ R we have

xk(t) ∈
{
W +

0 (C) if jk = +1,
W−

0 (C) if jk = −1.

To illustrate the above definition, we show a three-pulse homoclinic orbit schemati-
cally in Fig. 2.

To findN -pulse orbits of the type described in Definition 7.1, it is clearly enough to
find conditions under which the pointspN ∈ Wu(Π) andsN ∈ W s

loc(Mε) coincide. By
construction, these points have the samew1, ζ, ρ, andψ coordinates, so they coincide if
theirw2 coordinates are equal, i.e., thew2 coordinate ofpN is zero. However, instead of
following the evolution of thew2 coordinate along solutions, we will follow the change
of “energy”H along solutions. The following lemma shows that this is sufficient, since
thew2 coordinate ofpN can uniquely be determined as a function of the other coordinates
andH(pN ). This result will enable us to detectN -pulse orbits by solving the equation
H(pN ) −H(sN ) = 0.
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Fig. 2. 3-pulse homoclinic orbit to the manifoldMε with jump sequencej = {+1, −1, +1} and with base-
point bε

Lemma 7.2. Suppose that the conditions of Lemma 6.2 are satisfied. Then forε > 0
small enough there exists aC1 functionfε: P 7→ R, such that for anyl = 1, . . . N,

w2pl
= fε

(
ζpl
, ρpl

, ψpl
, H(pl)

)
.

Proof. We start by noting that, in terms of the originalx coordinate used in Eq. (1), the
surface{w1 = δ0} is given in the formx = sε(w2, ζ, ρ, ψ), wheresε is aCr embedding
into the spaceP. Then the intersection of the energy surface{H(x) = h} with {w1 = δ0}
satisfies the equation

H(sε(w2, ζ, ρ, ψ)) − h = 0.

By the implicit function theorem, on this intersection set the coordinatew2 is aC1

function of the rest of the coordinates and the energyh provided

〈DH(sε(w2, ζ, ρ, ψ)), Dw2sε(w2, ζ, ρ, ψ)〉 6= 0 (82)

holds in all points of the intersection. We want to see if this equation holds at the point
pl. Sincepl → sl asε → 0, andpl is contained in a compact subset ofWu(Π), it is
enough to verify that

|〈DH0(sl), Dw2s0(w2sl
, ζsl

, ρsl
, ψsl

)〉| > cl (83)

for some constantcl > 0. But the vectorDw2s0(w2sl
, ζsl

, ρsl
, ψsl

) lies in the tangent
space of∂1U0, so this last inequality follows from the fact that the unperturbed flow
intersects∂1U0 with O(1) transversality. Thus the statement of the lemma follows by
the implicit function theorem. �
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We are now in the position to prove our main result on the existence of solutions
backward asymptotic to the invariant manifoldΠ and forward asymptotic to the manifold
Mε. The key ingredient we shall need is theN-th order energy-difference function1NH.
For any pointb0 = (η, φ) ∈ C, this function is defined as

1NH(φ) = H(b0+N1φ) − H(b0) −
N∑
i=1

∫ ∞

−∞
〈DH0, g〉 |xi(t) dt, (84)

whereN ≥ 1 is an integer, the slow HamiltonianH is defined in (62), the phase shift
vector1φ is defined in (4), andxi(t), i = 1, . . . , N is a chain of unperturbed heteroclinic
solutions as described in Lemma 6.2 with

lim
t→−∞x1(t) = x.

Finally, we introduce a definition which will be used to determine the jump sequences
of multi-pulse homoclinic orbits. To this end, let us consider a pointp+ on the unperturbed
homoclinic manifoldW +

0 ≡ W +
0 (M0). SinceW +

0 is a hypersurface in the phase space
P, it makes sense to define the vectorn(p+) as the unit normal toW +

0 which points in the
direction of the other unperturbed homoclinic manifoldW−

0 ≡ W−
0 (M0). (See Fig. 3

for a schematic picture.)

W

p+

(p  )+n

+W0
−W0

p+

−W0

+
0

(p  )+n

Fig. 3.The definition of the vectorn(p+) in two different cases

This allows us to introduce the number

σ = sign
(
DH0 · n(p+)

)
. (85)

Note thatσ is independent of the choice of the pointp+ by the normal hyperbolicity of
the unperturbed manifoldM0. Furthermore,σ remains the same if we interchange the
roles of the homoclinic manifoldsW +

0 andW−
0 in this construction. It is easy to see

thatσ = −1 (σ = +1) if the energyH0 of the unperturbed solutions encircled by the
homoclinic manifold is higher (lower) than the energy of those lying outside ofW +

0 .
This meaning ofσ is preserved under small perturbations.

Definition 7.2. For any valueφ0 ∈ Tm, the positive sign sequenceχ+(φ0) =
{χ+

k(φ0)}Nk=1 is defined as

χ+
1(φ0) = +1, χ+

k+1(φ0) = σsign
(
1kH(φ0)

)
χ+
k(φ0), k = 1, . . . , N − 1.

Thenegative sign sequenceχ−(φ0) = {χ−
k (φ0)}Nk=1 is defined as

χ−(φ0) = −χ+(φ0).
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We now formulate our main result on the existence ofN -pulse homoclinic orbits for
the perturbed system (1).

Theorem 7.3. Suppose that for some positive integerN , φ0 ∈ Tm is a transverse zero
of the function1NH, i.e., after a possible reindexing of the angular variablesφwe have

1NH(φ0) = 0, Dφ11
NH(φ0) 6= 0.

Suppose further that1kH(φ0) 6= 0 holds for all integersk = 1, . . . , N − 1, and let
φ = (φ1, φ̃) with φ̃ ∈ Tm−1.

Then there exist constants0 < µ < 1
2 andCη > 0, such that for any small enough

ε > 0, the system (2) admits two,2m − 1–parameter families ofN -pulse homoclinic
orbitsx±

ε (φ̃, η0) with basepointsb±ε (φ̃, η0) ∈ Π such that

b±ε (φ̃, η0) = (φ0 + O(εµ), I0 +
√
εη0).

Here|η0| < Cη is an arbitrary localized action value. The jump sequences of the orbits
are given byχ±(φ0), respectively. Furthermore, the basepointsb±ε depend oñφ andεµ

in aC1 fashion.

Proof. For ε > 0 andδ0 > 0 sufficiently small, let us consider a solutionx(t) which
lies in the componentWu+

0 (Π) of the unstable manifold of the invariant manifoldΠ.
(Wu+

0 (Π) denotes the connected component ofWu
0 (Π) that perturbs from the homo-

clinic manifoldW +
0 .) We followx(t) up to its first intersection with the surfacew2 = δ0.

We denote this intersection point byq0 and note that it lies on an unstable fiberfu(bε)
with some basepointbε = (φ0,

√
εη0) ∈ Π (see Fig. 4). We then follow the solution

φ
Π

0b

I

ε

0
q2w =δ 0

u
f (  )

0b

1
qw1

=δ 0

1
p

2w =δ 0

x(t)

z

s
f (  )1b

1b

1s

Fig. 4.The geometry of the proof of Theorem 6.2

as it leaves the neighborhoodU0 of the manifoldMε and, by standard Gronwall esti-
mates, returns and intersects the subset|w1| = δ0 of the surface∂1U0. We denote this
second intersection point byp1 (see Fig. 4). Since the unstable fibers are straight in the
(w, ζ, ρ, ψ) coordinates, we have|ζq0| = 0 by construction. Thenq0 is clearly contained
in the domainGε of the global mapGε (see (59) and (60)) and we can writep1 = Gε(q0).

Since the manifoldW s+
loc(Mε) is a graph over the variables (w1, ζ, ρ, ψ), there exists

a unique points1 ∈ W s+
loc(Mε) ∩ ∂1U0 as defined in Lemma 6.3. In particular, we have
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(
ζs1, ρs1, ψs1

)
=
(
ζp1, ρp1, ψp1

)
.

According to Lemma 7.2,p1 ≡ s1 holds if and only if

H(p1) −H(s1(p1)) = 0, (86)

where we views1 as a function ofp1. Note that the right-hand-side of Eq. (86) isCr in
the variablep1.

By standard Gronwall estimates, the pointp1 of the solutionx(t) is O(ε)-close to a
stable fiberfs(b1) with basepointb1 = bε + 1φ ∈ Π (see Fig. 7). As a result, it satisfies
the entry conditions listed in (9) withβ = 1 andc2 = 0. Consequently, Lemma 6.2
applies withn = 1 and gives

H(p1(bε)) = H0|C + ε

[
H(b0) +

∫ ∞

−∞
〈DH0, g〉x1(t) + O(δ0, ε

µ)

]
(87)

for an appropriate constant 0< µ < 1
2 . Furthermore, Lemma 6.3 withn = 1 also applies

and yields
H(s1(bε)) = H0|C + εH(b0 + 1φ) + O(εδ0, ε

3
2 ). (88)

Sincebε = b0 + O(
√
ε) = (φ0,

√
εη0), for any ε > 0 we can use (87), (88), and the

definition of11H in (84) to rewrite the energy Eq. (86) as

11H(φ0) + δ0F1(p1(bε); δ0, ε
µ) + εµG1(p1(bε); δ0, ε

µ) = 0 (89)

with p1 = (0, w2p1, ζp1, ρp1, ψp1) = Gε(q0). The pointsb0 andp1 are related by

p1(b0) = Gε ◦ Puε (b0), (90)

wherePuε :Wu+
loc(Π) ∩ ∂1U0 → Π is the fiber projection map that maps the intersection

points of unstable fibers inWu+
loc(Π) with the surface∂1U0 to the basepoints of these

fibers. By the smoothness of fibers inWu+
loc(Π), the functionPuε is aCr map. By Lemma

5.2,Gε is aC1 map fromGε to P. As a result, Eq. (90) shows thatp1 is aC1 function
of b0. This in turn implies that the right-hand-side of the energy Eq. (89) is of classC1

with respect tob0, because the functionsF1 andG1 are smooth inp1, as we observed
after formula (86), and11H is aC1 function.

Assume now thatN = 1 holds in the statement of the theorem. Then, by the assump-
tions of the theorem,b0 = (φ0,

√
εη0) with any 0< |η0| ≤ Cη is a solution of Eq. (89)

for δ0 = ε = 0.We want to apply the implicit function theorem to argue that this solution
can be continued forε, δ0 > 0. Settingε = 0, and differentiating (89) with respect to the
φ1 coordinate ofb0 yields

Dφ1

[
11H(φ0) + δ0F1(p1(b0); δ0, 0)

]
= Dφ11

1H(φ0)

+δ0
〈
Dp1F1, DG0DP

u
0 Dφ01T −1

0

〉
|b0.

(91)

Here,φ0 = (φ01, φ̃0) andTε is the normal form transformation constructed in Lemma 3.1.
NowDφ11

1H is a continuous function, and we haveDφ11
1H(φ0) 6= 0 by assumption.

Hence for sufficiently smallδ0 > 0, (91) is nonzero. (This follows by recalling that the
right-hand-side of (91) continuous inb0 and the term〈

Dp1F1, DG0DP
u
0 Dφ01T −1

0

〉
|b0
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remains bounded asδ0 → 0 by Lemma 5.2.) Thus (89) admits a solutionφ̄1(φ̃, η0, δ0) =
φ01+O(δ0) for δ0 > 0 small andε = 0. We fixδ0 sufficiently small, substitute the solution
φ̄1 back into Eq. (89). The derivative of the left-hand-side of the resulting equation with
respect toφ1 is given by

Dφ11
1H
(
(φ̄1, φ̃)

)
+ δ0

〈
Dp1F1, DGεDP

u
ε Dφ01T −1

ε

〉
+εµ

〈
∇p1G1, DGεDP

u
ε Dφ01T −1

ε

〉
.

By Lemma 5.2, this derivative is continuous atε = 0, and is also nonzero by assumption.
Thus Eq. (89) admits a solution̂φ1(φ̃, η0, δ0, ε) = φ01 + O(δ0, ε

µ) for ε > 0 sufficiently
small. For any fixedε, the solution should not depend onδ0, which is just an auxiliary
parameter to measure the size of the neighborhoodU0 that we have worked in. Therefore,
we havedφ̂1/dδ0 = 0, implying φ̂1(φ̃, η0, ε) = φ01 + O(εµ). This proves the existence of
the orbit familyx+

ε (φ̃) for N = 1. The smoothness ofx+
ε (φ̃) with respect toεµ follows

from Lemma 5.2.
Assume now thatN > 1 in the statement of the theorem. Then, by the conditions

of the theorem, we see that forε andδ0 sufficiently small the energy Eq. (89) cannot be
satisfied, so the solutionx(t) does not intersect the local stable manifold ofMε upon its
first return to the neighborhoodU0. Using (87), (88), and the compactness of the solid
m-torus [−Cη, Cη]m × Tm, we conclude the existence of positive constantsK (1)

1 and
K (1)

2 such that
K (1)

1 ε < |H(p1) −H(s1)| < K (1)
2 ε. (92)

Now the mean value theorem implies for any fixedk ≥ 1,

|H(p1) −H(s1)| =

∣∣∣∣〈DH(p∗
1),

p1 − s1

|p1 − s1|

〉∣∣∣∣ |p1 − s1|

> C (1)
2 |p1 − s1| , (93)

wherep∗
1 is a point on the line connectingp1 ands1, and the existence ofC (1)

2 > 0
follows from an argument similar to that leading to estimate (83). At the same time, the
mean value theorem implies that

|H(p1) −H(s1)| < C (1)
1 |p1 − s1| (94)

for some constantC (1)
1 > 0, so it follows from (92)-(94) that

K (1)
1 ε

C (1)
1

< |p1 − s1| <
K (1)

2 ε

C (1)
2

. (95)

This last expression in (95) immediately shows that the coordinates (w2p1, ζp1, ρp1, ψp1)
satisfy the entry conditions in (9) (because the normal form coordinates of the points1
satisfyw1s1 = δ0, w2s1 = 0, and|ζs1| = O(ε)). Consequently, the pointp1 is contained in
the domainLε of the local mapLε, and we can writeq1 = Lε(p1), whereq1 is the next
intersection of the solutionx(t) with the surface∂1U0.

Let p2 denote the intersection of the solutionx(t) with the surface∂1U0 upon its
second return to the neighborhoodU0. (The existence ofp2 is guaranteed by the usual
Gronwall estimates forε > 0 small enough.) We again have a points2 ∈ W s

loc(Mε) ∩
∂1U0 such that (

ζs2, ρs2, ψs2

)
=
(
ζp2, ρp2, ψp2

)
.
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Again, the solutionx(t) gives rise to a 2-pulse homoclinic orbit if

H(p2) −H(s2(p2)) = 0,

or, alternatively,

12H(φ0) + δ0F2(p2(bε); δ0, ε
µ) + εµG2(p2(bε); δ0, ε

µ) = 0, (96)

where we used Lemmas 6.2 and 6.3. As in Eq. (89), the functionsF2 andG2 areC1 in
their arguments. Since

p2(bε) = Gε ◦ Lε ◦Gε ◦ Puε (bε),

we see that forε ≥ 0, p2 is aC1 function ofbε andεµ by Corollary 5.1 and Lemma 5.2.
Then just as in the case ofN = 1, the implicit function theorem applied to (96) implies
the existence of the orbit familyx+

ε (φ̃, η0) for N = 2.
The proof for anyN > 2 follows the same steps as that of the caseN = 2. The

existence of the otherN -pulse homoclinic orbit familyx−
ε (φ̃, η0) for anyN ≥ 1 follows

from the fact that an identical construction can be repeated for solutions contained in
Wu−(Π). Therefore, it remains to show that the jump sequences of the two families
x±
ε (φ̃) are indeed given by the sign sequencesχ±(φ0), respectively. We sketch the

argument forx+
ε only since the argument forx−

ε is identical.
Consider anN -pulse homoclinic orbitx+

ε . By construction it makes its first pulse
in the vicinity of the unperturbed manifoldW +

0 (C), hence the first element of its jump
sequence is indeedχ+

1(φ0) = +1. For smallε, δ0 > 0, at the first re-entry pointp1 we
have

sign (H(s1) −H(p1)) = sign [ε(11H(φ0 + O(δ0, ε
µ))

+δ0FN (pN (b+
ε ); δ0, ε

µ)

+εµGN (pN (b+
ε ); δ0, ε

µ))]

= sign
(
11H(φ0)

)
. (97)

If this quantity is positive, then at the pointp1 the solutionx(t) has higher energy than
nearby points in the hypersurfaceW s+

loc(Mε). Recalling the meaning of the constantσ

(see (85)), we can conclude thatσ sign
(
11H(φ0)

)
= +1 implies that the solutionx(t)

stays near the homoclinic manifoldW +
0 (C), whereasσ sign

(
11H(φ0)

)
= −1 causes the

solution to perform its second jump in the vicinity of the manifoldW−
0 (C).Therefore, the

second element in the jump sequence ofx+
ε is given byχ+

2(φ0) as defined in Definition
7.2. The remaining elements of the jump sequence ofx+

ε are constructed recursively
in the same fashion, hence they coincide with the corresponding elements of the sign
sequenceχ+(φ0) in Definition 7.2. This completes the proof of the theorem. �

In the following we describe two situations in which the above theorem can be
applied.For simplicity, we will consider the casem = 1, i.e.,we assume that the manifold
Π is two-dimensional, hence the center manifoldM0 of the unperturbed system is 2n+2
dimensional.

To find the asymptotic behavior of multi-pulse orbits, one has to have some knowl-
edge of the dynamics on the two-dimensional manifoldMε. A straightforward Taylor
expansion shows (see, e.g., Haller and Wiggins [15]) that near the resonant circleC the
flow onΠ satisfies the equations
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η̇ =
√
εDφHg(η, φ) + O(ε), (98)

φ = −
√
εDηHg(η, φ) + O(ε),

with

Hg(η, φ) = H(η, φ) −
∫ φ

0
gI |C(u) du (99)

=
1
2
D2
IH0(C)η2 +H1|C(φ) −

∫ φ

0
gI |C(u) du,

where the slow HamiltonianH is defined in (62) andgI is the I-component of the
perturbation termg in Eq. (1). As seen from (98), for finite times the solutions on
the manifoldΠ are approximated with an error of orderO(

√
ε) by the level curves of

the functionHg. (We note that, in general, the flow generated byHg is only locally
Hamiltonian, i.e., it does not admit a single valued Hamiltonian onΠ. We selected the
HamiltonianHg in a way such that it generates the leading order Hamiltonian terms
through the canonical symplectic formdφ ∧ dI.)

Theorem 7.4. Suppose thatm = 1 and the conditions of Theorem 7.3 hold. Assume
further that the curve{φ = φ0} ⊂ Π intersects transversely the unstable manifold
of a hyperbolic fixed pointp0 ∈ Π of the HamiltonianHg. Let (0, 0, η0, φ0) be the
coordinates of the pointp0 and assume that for any small enough|z| > 0 and ε > 0,
the point(y0, z, η0, φ0 +N1φ) ∈ Mε lies in the domain of attraction of an invariant
setSε ⊂ Π.

Then, forε > 0 sufficiently small, there exists0 < µ < 1
2 such that system (2)

admits twoN -pulse homoclinic orbitsx±
ε with basepointsb±ε = p0 + O(εµ) ∈ Π and

with jump sequencesχ±(φ0), respectively. Both orbits are backward asymptotic to a
hyperbolic fixed point pε = p0 + O(

√
ε) ⊂ Π and forward asymptotic to the invariant

setSε.

Proof. By Theorem 7.3 we immediately obtain the existence of a curveBε ⊂ Π which
contains basepoints forN -pulse homoclinic orbits of the type ofx±

ε . From the proof of
that theorem it is also clear that the curveBε is C1 O(εµ)-close to the line{φ = φ0}.
As a result, it will intersect the unstable manifold of the fixed pointpε, which perturbs
fromp0 under the effect of dissipative and higher order Hamiltonian terms. Then, by the
invariance properties of unstable fibers, this intersection point is a basepoint for anN -
pulse homoclinic orbit that backward asymptotes topε. Finally, the invariance properties
of stable fibers imply that theN -pulse homoclinic orbit asymptotes to the attracting set
Sε in forward time. �

In applications system (1) frequently depends on parameters. Varying these param-
eters on a codimension-one subset of the parameter space, it is possible to construct
multi-pulse homoclinic orbits which have their basepoints precisely on an equilibrium
point pε contained in the invariant manifoldΠ. If, in addition, the attracting setSε as-
sumed in the previous theorem is just the fixed pointpε, then the multi-pulse homoclinic
orbit obtained in this fashion is an orbit homoclinic topε itself.

Theorem 7.5. Suppose thatm = 1, system (1) depends on a vectorλ ∈ Rp of system
parameters in aCr fashion, andV ⊂ Rp is an open set. Assume further that

(i) For anyλ ∈ V the HamiltonianHg has a nondegenerate equilibrium (i.e., no zero
eigenvalues)p0(λ) = (η0(λ), φ0(λ)) ∈ Π.
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(ii) For some positive integerN and for some parameter valueλ0 ∈ V ,φ0(λ0) satisfies
the conditions of Theorem 7.3.

(iii) Dλ1
NH(φ0(λ), λ)|λ=λ0 6= 0.

(iv) For small enough|z| andε > 0, the point(y0, z, η0, φ0 +N1φ) ∈ Mε lies in the
domain of attraction of an asymptotically stable fixed pointpε ⊂ Π of system (98)
which perturbs from the fixed pointp0.

Then there exists a codimension-one setM+ ⊂ Rp×R near the point(λ0, 0)such that
for every parameter value(λ, ε) ∈ M, the system (2) admits anN -pulse homoclinic
orbit x+

ε homoclinic to the pointpε. The basepoint for this orbit ispε and the jump
sequence of the orbit is given byχ+(φ0(λ0)). There also exists another codimension
one setM− ⊂ Rp × R which yields similar homoclinic orbits with jump sequence
χ−(φ0(λ0)).

Proof. The main steps in the proof of this theorem are similar to those in the proof
of Theorem 7.3. However, we now want to force the perturbed fixed pointpε to be a
solution of the equation

1NH (pε(λ);λ) + δ0FN (pN (pε(λ)); δ0, ε
µ, λ) + εµGN (pN (pε(λ)), δ0, ε

µ, λ) = 0

with pε(λ) =
(
φ0(λ) +

√
εP1(λ, ε), η0(λ) +

√
εP2(λ, ε)

)
. Using (iv) and the implicit

function theorem, we see that this equation can again be solved in two steps to ob-
tain a solutionλ̄(ε) = λ0 + O(εµ). �

We note that in the case ofn = 0 the above theorem is identical to the one obtained
in Haller and Wiggins [18] for the existence ofŠilnikov-type orbits in two-degree-
of-freedom systems. Another situation in which multi-pulseŠilnikov-type orbits may
occur is when an equilibriumpε ∈ Π of the perturbed system is a saddle restricted to
the manifoldΠ, but when viewed within the center manifoldMε, it also admitsn pairs
of complex eigenvalues with negative real parts.

Theorem 7.6. Suppose thatm = 1 and system (1) depends on a parameterλ ∈ R in a
Cr fashion. LetV ∈ R be an open set and assume that

(i) The HamiltonianHg has a nondegenerate equilibrium (i.e., no zero eigenvalues)
p0(λ) = (η0(λ), φ0(λ)) ∈ Π. If pε(λ) ∈ Π is the corresponding equilibrium of
the perturbed system (1), then the manifoldW s(pε(λ)) ∩ Mε is codimension one
within the center manifoldMε.

(ii) The “size” of W s(pε(λ)) is of orderO(εq) with 0 ≤ q < 1, i.e., it intersects a
surface|z| = Kεq transversely.

(iii) For some positive integerN and for allλ ∈ V , there exists a functionφ0(λ) which
satisfies the conditions of Theorem 7.3.

(iv) The line{φ = φ0(λ)} ⊂ Π intersects transversely the unstable manifold of the
fixed pointp0 ∈ Π of the slow Hamiltonian.

(v) If (0, 0, η0(λ), φ0(λ)) are the coordinates of this transverse intersection point, then
the point(0, 0, η0, φ0(λ) +N1φ(λ)) crosses the stable manifold ofp0 transversely
asλ is varied throughλ0.

Then there exists a codimension one setM+ ⊂ R2 near the point(λ0, 0) such that
for every parameter value(λ, ε) ∈ M, the system (1) admits anN–pulse homoclinic
orbit x+

ε to the pointpε(λ). The basepoint for this orbit lies inWu(pε)∩Π and the jump
sequence of the orbit is given byχ+(φ0(λ0)). There also exists another codimension one
setM− ⊂ R2 which yields similar homoclinic orbits with jump sequenceχ−(φ0(λ0)).
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Proof. Again, the main steps in the proof of this theorem coincide with those in the
proof of Theorem 7.3. The new element is that we want to force the stable fiber, which is
intersected by theN -pulse homoclinic orbit, to lie on the stable manifold of the perturbed
fixed pointpε. At the same time, we do not require the basepoint of theN -pulse orbit
to coincide withpε as in the previous theorem, but rather we allow the basepoint to be
any point in the setWu(pε) ∩Π.

As in the proof of Theorem 7.3, we first solve the equation

1NH (pε(λ);λ) + δ0FN (pN (pε(λ)); δ0, ε
µ, λ) + εµGN (pN (pε(λ)); δ0, ε

µ, λ) = 0

to obtain a solution̄φ(λ, ε) = φ0(λ)+O(εµ). By assumption (iv) and by theC1 dependence
of φ̄ on εµ (cf. Theorem 7.3), the curve{φ = φ̄(λ, ε)} intersects the unstable manifold
of the fixed pointpε(λ) transversely in a point

p̄(λ, ε) = (η0(λ) + O(εµ), φ0(λ) + O(εµ)) ∈ Π.

We know (cf. Definition 7.1) that theN -pulse solution with basepoint ¯p(λ, ε) intersects
a stable fiberfs(p̂(λ, ε)) whose basepoint has the (y, z, η, φ) coordinates

p̂(λ, ε) = (0,O(ε), η0(λ) + O(εµ), φ0(λ) + 1φ(λ) + O(εµ)) ∈ Mε. (100)

Furthermore, by assumption (ii), in a vicinity of the manifoldΠ the stable manifold of
pε can be written as a graph over either the (φ, z) or the (η, z) variables. Considering
the former case (the latter can be dealt with in the same way), we obtain that nearΠ a
compact subset ofW s(pε(λ)) satisfies an equation of the form

η = m1(φ, λ) + zm2(φ, z, λ, ε), (101)

wheremj are of classCr andη = m1(φ, λ) is the local equation of the stable manifold
of p0 on the manifoldΠ.

Our goal is to find parameter values for which the stable fiber basepoint ˆp(λ, ε)
is contained in the stable manifold of the fixed pointpε(λ). From (100) we see that
dist(p̂(λ, ε), Π) = O(ε), and hence by assumption (ii) of the theorem, ˆp(λ, ε) lies in
the domain whereW s(pε(λ)) satisfies (101). Then formulas (100) and (101) give the
equation

η0(λ) + εµhη(λ, ε) −m1
(
φ0(λ) + εµhφ(λ, ε), λ

)
−εhz(λ, ε)m2

(
φ0(λ) + εµhφ(λ, ε), εhz(λ, ε), λ, ε

)
= 0, (102)

where the functionshη, hφ, andhz are differentiable inλ andεµ. Now by assumption
(v), we know that

η0(λ0) −m1 (φ0(λ0), λ0) = 0, Dλ [η0(λ) −m1 (φ0(λ), λ)]λ=λ0
6= 0,

thus the implicit function theorem guarantees a solutionλ̄(ε) = λ0 +O(εµ) to Eq. (102).
This completes the proof of the theorem. �
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8. Geometry of the Unstable Manifold ofΠ

Using the methods of the proof of Theorem 7.3, we can follow any particular solution
in the unstable manifold of the manifoldΠ on time scales of orderO(log 1/

√
ε), while

the unstable manifold makes a finite number of “jumps”. The following definition will
be used to distinguish between different types of jumping orbits within the unstable
manifold ofΠ.

Definition 8.1. Let us consider a pointb0 ∈ C and letj = {ji}Ni=1 be a sequence of+1’s
and−1’s. An orbit xε of system (1) is called anN -pulse orbit with basepointb0 and
jump sequencej, if for some0< µ < 1

2 and forε > 0 sufficiently small,

(i) xε intersects an unstable fiberfu(bε) with basepointbε = b0 + O(εµ) ∈ Π.
(ii) Outside a small fixed neighborhood of the manifoldMε, the orbitxε is orderO(

√
ε)

close to a chain of unperturbed heteroclinic solutionsxi(t), i = 1, . . . , N , such that

lim
t→−∞x1(t) = b0, lim

t→+∞xi−1(t) = lim
t→−∞xi(t), i = 2, . . . , N.

Furthermore, fork = 1, . . . , N and for all t ∈ R we have

xk(t) ∈
{
W +

0 (C) if jk = +1,
W−

0 (C) if jk = −1.

We have the following result for the existence ofN -pulse orbits.

Theorem 8.1. Suppose that for some positive integerN and for someφ0 ∈ Tm we have

1kH(φ0) 6= 0, k = 1, . . . , N − 1.

Then, forε > 0 sufficiently small there exist constants0< µ < 1
2 andCη > 0, such

that for any0 ≤ |η0| < Cη, the system (2) admits twoN -pulse orbitsx±
ε with basepoint

bε ∈ Π such thatφbε
= φ0 + O(εµ) andηbε

= η0. The jump sequences of the orbits are
given byχ±(φ0), respectively.

Proof. Using the assumption of the theorem and the arguments from the proof of The-
orem 7.3, we immediately conclude that forε > 0 small enough the inequalities

1kH(φ0) + δ0Fk(pk(bε); δ0, ε
µ) + εµGk(pk(bε); δ0, ε

µ) 6= 0

hold for k = 1, . . . , N − 1. As a result, the unstable manifoldWu(Π) contains two
N -pulse orbits with basepoint (η0, φ0). The jump sequences of these orbits can be found
in exactly the same way as in the proof of Theorem 7.3.�

The above result can be used in examples to study the “disintegration” of the unstable
manifold ofΠ. In particular, in the process of its jumping aroundΠ, the open sets in
the manifoldWu(Π) depart from each other and follow different jump sequences. This
results in observable irregular transient behavior near the broken homoclinic structure,
even if there are no chaotic invariant sets created by the perturbation. We will use this
fact when we apply our results to a discretization of the forced NLS equation.
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9. An Alternative Formulation of the Results

It may happen that the unperturbed limit of system (1) admits an invariant which offers
a more convenient base for perturbation methods than the HamiltonianH0. For this
reason, we also present an easy modification of our results that uses some other integral
of the unperturbed limit. This alternative formulation will prove very useful in our study
of the discretized NLS equation in the next section.

We consider a modification of system (1) in the form

ẋ = ω](DH0(x)) + εg(x), (103)

and assume that forε = 0, there exists aCr+1 functionK0: P → R, which is independent
of the HamiltonianH0 and Poisson commutes withH0, i.e.,

{H0,K0} = ω(ω](DH0), ω](DK0)) = 0. (104)

This last condition implies that the flows generated byH0 andK0 through the symplectic
form ω commute. We also assume that on the circle of equilibriaC,

DK0|C = 0. (105)

Following the definition of the energy-difference functions in (84), we introduce the
function

1NK(φ) = −
N∑
i=1

∫ ∞

−∞
〈DK0, g〉 |xi(t) dt. (106)

We also redefine the numberσ in (85) as

σ = sign
(
DK0 · n(p+)

)
, (107)

as well as the sign sequences in Definition 7.2:

Definition 9.1. For any valueφ0 ∈ Tm, the positive sign sequenceχ+(φ0) =
{χ+

k(φ0)}Nk=1 is defined as

χ+
1(φ0) = +1, χ+

k+1(φ0) = σ sign
(
1kK(φ0)

)
χ+
k(φ0), k = 1, . . . , N − 1.

Thenegative sign sequenceχ−(φ0) = {χ−
k (φ0)}Nk=1 is defined as

χ−(φ0) = −χ+(φ0).

We then have the following result.

Theorem 9.1. The statements of Theorems 7.3-7.6 also hold if we replace the energy-
difference function1NH with the function1NK defined in (106) and we use the defi-
nition of sign sequences given in Definition 9.1.
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Proof. Our estimates for the local dynamics near the manifoldM0 in Sect. 4 as well
as Lemma 6.1 make no use of the HamiltonianH1, hence they hold without change.
Lemma 6.2 can also be proved using the functionK0 instead ofH0, noting thatH1 ≡ 0.
Indeed, Eq. (105) ensures thatK0 has the same type of Taylor expansion near the resonant
circle C asH0 does. Furthermore, the change ofK0 along perturbed solutions during
passages near the manifoldMε can be computed as (cf. (67))

N−1∑
i=1

K0(qi) −K0(pi) =
N−1∑
i=1

∫ T∗
i

0
K̇0(x(t)) dt

=
N−1∑
i=1

∫ T∗
i

0

[
DK0 ·

(
ω](H0) + εg

)]
x(t)

dt

=
N−1∑
i=1

∫ T∗
i

0

[
{K0, H0} +〈DK0, g〉

]
x(t) dt (108)

= ε
N−1∑
i=1

∫ T∗
i

0
〈DK0, g 〉x(t) dt,

where we used (104). Moreover, this last integral can again be approximated (with error
of orderO(δ0)) by an improper integral as in (71), because by (105),|DK0| decreases
exponentially on the unperturbed solutionsxi(t), hence the improper integral converges
absolutely. Lemma 6.3 can also be stated in terms ofDK0 based on (105). The statement
of Lemma 7.1 does not involveH0 explicitly, so its proof remains the same. Based on
all these lemmas, the main argument in the proof of Theorem 7.3 can be repeated using
the invariantK0 instead ofH0. In particular, one replaces the local coordinatew2 in the
representation of the global mapGε(q0) and the local mapLε(p1) with the value ofK0
at q0 andp1, respectively. This is possible because, in analogy with (82), we have

〈DK0(sε(w2, ζ, ρ, ψ)), Dw2sε(w2, ζ, ρ, ψ)〉 6= 0,

since the vectorDK0 is perpendicular to perturbed trajectories up to an error of order
O(ε), andDw2sε encloses an angle of orderO(1) with perturbed trajectories. As a result,
we obtain the equation

1NK(φ0) + δ0F̃N (pN (bε); δ0, ε
µ) + εµG̃N (pN (bε); δ0, ε

µ) = 0

for the basepointbε of anN -pulse homoclinic orbit. This equation can again be solved
for ε > 0, if we apply the implicit function theorem using the extensionL0 of the map
Lε. Adapting the definition of sign sequences from Definition 9.1, the jump sequences
ofN -pulse orbits can be constructed in exactly the same way as in the proof of Theorem
7.3. Finally, we can repeat the proofs of Theorems 7.4-7.4 without any change using the
function1NK instead of1NH. �

10. Jumping Homoclinic Orbits in a Discretization of the Perturbed NLS
Equation

Let us consider the periodically forced and damped, focusing nonlinear Schrödinger
equation
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iut − uxx − 2 |u|2 u = iε(0ei2�2t − αu + βuxx), (109)

with constants�,0, α, β > 0, and with the small parameterε > 0. We assign even,
periodic boundary conditions of the form

u(x, 0) = u(−x, 0), u(x + 1, t) = u(x, t).

Introducing the change of variableu → ue−i2�2t, we can rewrite (109) as

iut − uxx − 2
[
|u|2 − �2

]
u = iε(0 − αu + βuxx). (110)

For β = 0, this equation agrees with the form of the perturbed NLS that was studied
by Bishopet al. [5] as a small amplitude approximation to the parametrically forced
sine-Gordon Eq. (see Sect. 1 for further references). Forβ > 0 we obtain a form of the
perturbed NLS whose modal truncation and discretization was studied in the references
listed in Sect. 1.1.

The ε = 0 limit of Eq. (110) admits a discretization which was pointed out to be
integrable for arbitrary mesh size by Ablowitz and Ladik [1]. Applying this particular
discretization with mesh sizeh > 0 to theε > 0 case yields the system of ordinary
differential equations

u̇k = −iuk+1 − 2uk + uk−1

h2
− i |uk|2

(
uk−1 + uk+1

)
+ 2i�2uk

+ε

(
0 − αuk + β

(
uk+1 − 2uk + uk−1

h2

))
, (111)

whereuk(t) = u(xk, t), k = 0, . . . ,K − 1, x0 = −1, xk = x1 + kh. The periodic
boundary conditions for the PDE imply thatuK(t) ≡ u0(t). For ε = 0, system (111)
(together with the conjugate equations for˙̄uk), is Hamiltonian with Hamiltonian

H0 =
1
h2

K−1∑
k=1

[
ūk(uk+1 + uk−1) − 2

h2
(1 +�2h2) log(1 +h2|uk|2)

]
, (112)

and with the symplectic form

ω =
K−1∑
k=0

i

2(1 +h2|uk|2)
Im(dūk ∧ duk).

The discretization (111) gives a tool for approximating solutions of the partial differ-
ential Eq. (110), and also offers a finite dimensional model for the phase space structure
of the perturbed NLS. In particular, forε = 0, (111) is integrable (see Ablowitz and
Ladik [1] and Li and McLaughlin [31]). This is a special feature of this discretization
which distinguishes it from the standard finite difference discretization of the NLS. (The
usual finite difference scheme would have the same linear part but a nonlinear term of
the formuk|uk|2, which would only ensure integrability forK = 2.) System (111) also
admits a two-dimensional invariant planeΠ given by

u1 = u2, u2 = u3, . . . uK−1 = uK . (113)

This plane is the set of solutions with no spatial dependence, and it is easily seen to
remain invariant forε > 0. Restricting the dynamics toΠ as in (113), one obtains the
equation
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u̇K = 2i
[
�2 − |uK |2

]
uK + ε(0 − αuK). (114)

This shows that forε = 0,Π contains a circle of equilibriaC which is given by|uK | = ω.
The circleC is surrounded by periodic solutions in the planeΠ. Introducing the action-
angle variables (I, φ) ∈ R × S1 by lettinguK = Ieiφ, we can rewrite Eq. (114) in the
form

İ = ε(0 cosφ− αI),

φ̇ = 2(�2 − I2) − ε
0

I
sinφ. (115)

Forε = 0, this system is a one-degree-of-freedom Hamiltonian system with Hamiltonian

HΠ ≡ H0|Π =
2K
h2

[
I2 − 1

h2
(1 +�2h2) log(1 +h2I2)

]
,

and with the symplectic form

ωΠ ≡ ω|Π =
−KI

2(1 +h2I2)
dφ ∧ dI,

which is clearly nondegenerate. Linearizing (111) about any point of the circleC, one
finds that for

3 tan
π

K
< � < ∞, if K = 3,

K tan
π

K
< � < K tan

2π
K
, if K > 3, (116)

off the planeΠ, the linearized system possesses one positive, one negative, andK − 2
pairs of pure imaginary eigenvalues (see Li and McLaughlin [31]). Furthermore, the
circleC admits a codimension two center manifoldM0 which contains the planeΠ. For
ε = 0, Li [29] showed the existence of ann−2 parameter family of orbits homoclinic to
the center manifoldM0, which implies the existence of a codimension one homoclinic
manifoldWu(M0) ≡ W s(M0). A three dimensional submanifold of this homoclinic
structure carries motions that are doubly asymptotic to the planeΠ itself, hence we obtain
thatWu(C) ≡ W s(C) = W +

0 ∪W−
0 . HereW±

0 denote the two connected components of
the manifold homoclinic toΠ. This manifold is filled with heteroclinic orbits connecting
points on the circleC. As shown in Li [29], the phase shift along all these heteroclinic
connections is given by

1φ = −4 tan−1

√
[1 + �2

K2 ] cos π
K − 1√

1 + �2

K2 sin π
K

. (117)

If we pass to the real coordinates (φk, Ik) ∈ R ×S1 by lettinguk = Ikeiφk , then the
discretized NLS equation is of the form (1) with

H0 =
2
h2

K−1∑
k=0

[
Ike

−iφk (Ik+1e
iφk+1 + Ik−1e

iφk−1) − 2
h2

(1 +�2h2) log(1 +h2I2
k)

]
,

H1 ≡ 0, (118)
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ω =
K−1∑
k=0

−Ik
2(1 +h2I2

k)
dφk ∧ dIk, g = G(I, φ;α, β,0).

Furthermore, based on the above description of system (111), the resulting real system
of equations satisfies assumptions (H1)-(H7) of Sect. 2 withm = 1 andn = 2(K − 2).
As a result, the theory we have developed in this paper can be used to investigate the
existence of multi-pulse homoclinic orbits for the discretized NLS system (111). First,
we will study the equations settingβ = 0 which was the case in the study of Bishop
et al. [5, 6]. Later, we will consider the caseβ > 0, which was studied first in Li and
McLaughlin [31].

10.1. Theβ = 0 limit. As described in Li and McLaughlin [31], the unperturbed
integrable system admits an invariant denotedF̃1 such that

F̃1|C = 0. (119)

The functionF1 is defined as a Floquet discriminant computed for a set of fundamental
solutions to a discretized Lax pair for system (111). For brevity, we do not introduce
here all the notation and terminology for the exact definition ofF1, but refer the reader
to Li and McLaughlin [29]. All we need in our analysis is the existence ofF1 and the
results of some involved calculations performed in [31]. In particular, using an implicit
derivation, Li and McLaughlin [29] computed a Melnikov integral to study the existence
of (single-pulse) homoclinic orbits for system (111). They obtain that, forβ = 0, the
Melnikov integral computed on unperturbed orbits homoclinic to the circleC can be
written as

M̂F1(φ) =
∫ ∞

−∞
〈DF̃1, g〉|xh(t) dt = 0

[
M̂0 cos

(
φ +

1φ

2

)
− χαMα

]
. (120)

Here the nonzero constantsM0 andMα depend only on the number� and the mesh
sizeK of the discretization,χα = α/0, and the phase shift1φ is defined in (117). The
heteroclinic solutionxh(t) has the property that for itsφk(t) component

lim
t→−∞φk(t) = φ, k = 0, . . . ,K − 1

holds, whereφ ∈ S1 is the argument ofM̂F1.
By (118), the real system corresponding to (111) can in fact be written in the form

(103). This fact together with (119) implies that the alternative formulation of our main
results in Sect. 8 applies to the discretized NLS system. To find multi-pulse homoclinic
orbits, we have to study the zeros of the function1NK defined in (106). SettingK0 = F̃1
and using (120), we obtain that

1NK(φ) = −
N∑
i=1

∫ ∞

−∞

〈
DF̃1, g

〉
|xi(t) dt

= −0

[
M̂0

N−1∑
k=0

cos

(
φ +

2k + 1
2

1φ

)
−NχαMα

]
.

(121)

Using the relation
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N−1∑
k=0

cos

(
φ +

2k + 1
2

1φ

)
= Re

N−1∑
k=0

ei[φ+(2k+1)1φ/2] = Re
ei(φ+1φ/2)

(
eiN1φ − 1

)
ei1φ − 1

=
sin N1φ

2

sin 1φ
2

cos

(
φ +

N1φ

2

)
,

we obtain that

1NK(φ) = −0

[
M̂0 sin N1φ

2

sin 1φ
2

cos

(
φ +

N1φ

2

)
−NχαMα

]
. (122)

If

1φ 6= 2jπ
N

, j ∈ Z, (123)

and

N

∣∣∣∣χαMα sin
1φ

2

∣∣∣∣ ≤ ∣∣∣∣M̂0 sin
N1φ

2

∣∣∣∣ , (124)

then1NK admits two transverse zeros given by

φN1 =
π

2
− N1φ

2
− cos−1 NχαMα sin 1φ

2

M̂0 sin N1φ
2

,

φN2 =
3π
2

− N1φ

2
− cos−1 NχαMα sin 1φ

2

M̂0 sin N1φ
2

. (125)

Using these zeros, we can obtain the following result.

Theorem 10.1. Consider any integerN ≥ 1 and suppose that

tan

(
− jπ

2N

)
sin

π

2
6=

√√√√ [1 + �2

K2 ] cos π
K − 1

1 + �2

K2

, j ∈ Z. (126)

Assume further that conditions (123) and (124) hold.
Then, forε, α > 0 sufficiently small,

(i) The discretized NLS system (111) admits four,1-parameter families ofN -pulse
homoclinic orbits, which are backward asymptotic to the invariant planeΠ and
forward asymptotic to a codimension two invariant manifoldMε, which contains
Π. The coordinates of the basepoints of theN -pulse homoclinic orbits are of the
form

ul,±1 = ul,±2 = . . . = ul,±K = (� + O(
√
ε)ei(φ

N
l +O(

√
ε)), l = 1, 2.

(ii) The jump sequences of the orbit families satisfy

jl,+ = −jl,−, l = 1, 2. (127)

Furthermore, every time the jump sequencejl,± changes sign, the jump sequence
jm,± with l 6= m will not change sign, and vice versa.
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(iii) The unstable manifold of the invariant planeΠ contains4N families ofN -pulse
orbits (see Definition 8.1) such that all these families have different jump sequences.

Proof. We first note that formula (126) ensures that the zeros of the function1NK
are transverse (see (117) and (123)). Next we observe that forα = 0, condition (123)
guarantees thatφNl 6= φkm with l,m ∈ {1, 2} andk = 1, . . . , N − 1. This implies that
for any fixedN , 1kK(φNl ) 6= 0,k = 1, . . . , N −1. This property is clearly preserved for
α > 0 sufficiently small, hence Theorem 7.3 implies statements (i). By Theorem 7.3,
the two families corresponding to the zeroφNl have opposite jump sequences, which is
stated in Eq. (127).

To prove the second statement in (ii) about sign changes in the jump sequences, we
note that forα = 0 and for anyk ∈ Z, we have

sign1kK(φN1 ) = −sign1kK(φN2 ),

since the minimal period of1kK is 2π and the difference between the zerosφN1 andφN2
is exactly equal toπ. But for sufficiently smallα > 0, this last equation together with
the definition of the sign sequenceχ±(φNl ), and the fact thatjl,± = χ±(φNl ), implies
the second statement in (ii).

Statement (iii) follows directly from Theorem 7.6 forα > 0 small, because the 2N
disjoint lines{φ = φkl }k=1,...,N,l=1,2 divide the planeΠ into 2N sectors, so that one of
the functions1kK always changes sign at the boundary of these sectors.�

According to statement (ii) of the above theorem,if there are homoclinic orbits that,
for at least some of their pulses, stay near one particular component of the unperturbed
homoclinic structureW0(M0), then there are other multi-pulse orbits that keep switching
between different components ofW0(M0).

Theorem 10.1 does not identify the exact asymptotics of the multi-pulse solutions.
The asymptotic behavior of these orbits could be identified using Theorems 7.4 or 7.5,
and a likely candidate for the attracting setSε is a sink created by the perturbation in the
planeΠ. The role of the hyperbolic fixed pointp0 ∈ Π is then played by a saddle point
onΠ. (The existence of these fixed points is easy to verify from Eq. (114).) However,
the identification of the domain of attraction ofSε leads to extensive calculations in this
example. Nevertheless, the results of Li and McLaughlin [31] indicate that the conditions
of Theorem 7.4 are indeed satisfied, which suggests the existence of the same type of
jumping heteroclinic orbits between the two equilibria as those described in Haller and
Wiggins [19].

10.2. The case ofβ > 0. For the case ofβ > 0, the calculations of the previous
subsection leading to the expressions (125) can be repeated. Using the formulas of Li
and McLaughlin [31], one obtains in the same fashion that

1NK(φ) = −0

[
M̂0 sin N1φ

2

sin 1φ
2

cos

(
φ +

N1φ

2

)
−N

(
χαMα − χβMβ

)]
, (128)

whereχβ = β/0 andMβ is a nonzero constant that depends on the parameter� and
the mesh sizeK only. It is easy to see that the roots of this equation are smooth inχβ ,
therefore the results listed in Theorem 10.1 remain valid for sufficiently smallβ > 0
(cf. the proof of that theorem). Instead of repeating these results, we will use Theorem
7.6 to construct multi-pulse homoclinic orbits to a fixed pointpε ∈ Π. These orbits will
be the multi-pulse analogs of the single-pulse homoclinic orbits constructed by Li and
McLaughlin in [31].
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Theorem 10.2. LetN be an arbitrary but fixed positive integer, and let� > 0 be a
constant such that conditions (116) and (123) are satisfied. Let the mesh sizeK ≥ 3 be
an integer for which the codimension one surface

M0 =

{
(α, β,0, ε)

∣∣∣ β =
α

Mβ

(
Mα − �M̂0

1φ sin N1φ
2

2 sin2 1φ
2

)
,

|χαMα − χβMβ | <

∣∣∣M̂0 sin N1φ
2

∣∣∣
N
∣∣∣sin 1φ

2

∣∣∣ , ε < ε0


(129)

of the(α, β,0, ε) parameter space is nonempty.
Then there existsε0 > 0 and two codimension one surfacesM±

ε ∈ R4+ with the
following properties:

(i) M±
ε is O(εq) C0-close to the surfaceM0 in the(α, β,0, ε) parameter space.

(ii) For every (α, β,0, ε) ∈ M±
ε , system (111 admits anN -pulse homoclinic orbit

which is doubly asymptotic to a fixed pointpε ∈ Π. The coordinates ofpε are given
by (ηpε

, φpε
) =
(
0, cos−1(χα�)

)
+ O(

√
ε).

(iii) The basepoint of theN -pulse homoclinic orbit lies on the unstable manifold ofpε,
and the jump sequence of the orbit starts with±1.

Proof. We only have to verify conditions (i)-(v) of Theorem 7.6, from which the state-
ments of the present theorem follow directly. We first recall that compact segments
of the orbits on the invariant planeΠ can be approximated by the level curves of the
HamiltonianHg defined in (99), which in this case takes the form

Hg(η, φ) = −2�2η2 − 0 sinφ + α�φ, (130)

as one obtains by Taylor expanding the right hand side of (115). The level curves of this
Hamiltonian are shown in Fig. 5. Note thatp0(χα) =

(
0, cos−1(χα�)

)
is a saddle point

π5
2

π
2

π
2

η

φ
9

0p0p

Fig. 5.The level curves of the HamiltonianHg

with a homoclinic loop. As shown in Li and McLaughlin [31], forε > 0 the equilibrium
pε ∈ Π perturbing fromp0 admitsn pairs of complex eigenvalues with negative real
parts, thus we obtain thatW s (pε(χα)) ∩ Mε is a codimension one surface within the
manifoldMε. Consequently, assumption (i) of Theorem 7.6 is satisfied. Condition (ii)
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of Theorem 7.6 is established in Sect. 6 of Li and McLaughlin [31] with reference to Li
et al. [33]. Condition (iii) of Theorem 7.6 is satisfied if

|χαMα − χβMβ | <

∣∣∣M̂0 sin N1φ
2

∣∣∣
N
∣∣∣sin 1φ

2

∣∣∣ , (131)

in which case the function1NK(φ) defined in (128) has a zeroφ0. Note that (131) is
satisfied for parameter values taken from the setM0 , and the transversality of these
zeros is guaranteed by condition (123). Therefore, assumption (iii) of Theorem 7.6 is
satisfied. The validity of assumption (iv) can be seen from the phase portrait in Fig. 5.

To prove the theorem, it remains to verify condition (v) of Theorem 7.6. This can be
done by adapting the distance measurement used in McLaughlinet al. [34] and Li and
McLaughlin [31] as follows. The point ˆp = (0, 0, η0(χα), φ0(χα) + N1φ) lies on the
stable manifold ofp0 if the value of HamiltonianHg at p̂ is the same as at some other
point of the homoclinic loop attached top0. In particular, it suffices to require that

Hg(η0(χα), φ0(χα)) = Hg(η0(χα), φ0(χα) +N1φ).

From (130) we obtain that this last equation can be written in the form

20 cos

(
φ0(χα) +

N1φ

2

)
sin

1φ

2
− α�N1φ = 0. (132)

Using the expression of1NK(φ) and the fact thatφ0(χα) is a zero of1NK(φ), we can
rewrite (132) as

χβ − χα
Mβ

(
Mα − �M̂0

1φ sin N1φ
2

2 sin2 1φ
2

)
= 0.

The transverse crossing of the unstable manifold ofp0 by the point ˆp is equivalent to
the left hand side of this equation admitting a nonzero derivative with respect to, e.g.,
the parameterχα at a solutionχα(β,0,�, N ). Since the equation is linear inχα, this
transversality condition clearly holds, thus condition (v) of Theorem 7.6 is satisfied.
This concludes the proof of the theorem. �

We remark that Li and McLaughlin [31] showed that the setM0 defined in the
statement of the above theorem is nonempty forK > 7 and forN = 1 (i.e., for single-
pulse homoclinic orbits). We also note that the multi-pulse homoclinic orbits obtained
from the theorem have the same asymptotic behavior as the single-pulse homoclinic
orbits, hence the construction of chaotic invariant sets in their vicinities can be directly
adapted from Li and Wiggins [32].

11. Conclusions

In this paper we gave a general criterion for the existence of nontrivial homoclinic orbits
in a large class of near-integrable, multi-dimensional systems that usually arise as modal
truncations or discretizations of partial differential equations. The homoclinic orbits we
constructed make repeated departures from, and returns to, a codimension two invariant
manifold which carries solutions with a slow and a fast time scale. The shape of the
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pulses (i.e., excursions of the homoclinic orbits) can be described by a sequence of +1s
and−1s which we compute explicitly. Our results generalize theenergy-phase method
in Haller [16] and Haller and Wiggins [19] to arbitrarily high (but finite) dimensional
systems.

We remark that if the perturbation in Eq. (1) is purely Hamiltonian (i.e.,g ≡ 0),
then the multi-pulse orbits generically undergo a sequence ofuniversal bifurcationsas
the parameters of the system are varied. Such a bifurcation has been first described in
an example in Haller [15] and then were shown to be generic near double resonances
of near-integrable Hamiltonian systems in Haller [15]. Since for purely Hamiltonian
perturbations, the energy-difference function1NH obtained in this paper is the same as
in [15], the same universality holds for the bifurcations of multi-pulse orbits in system
(1).

As an application of our results, we showed that the discretized, perturbed NLS
equation admits multi-pulse solutions homoclinic to its center manifold. In fact, the pulse
number of these orbits can be arbitrarily high if the dissipative and forcing terms are
small enough. Statement (ii) of Theorem 10.1 also shows thatN -pulse orbits with quite
different shapes will coexist. Furthermore, statement (iii) describes how the unstable
manifold of the planeΠ disintegrates through multi-pulse jumping into components
which display completely different jumping behaviors. Since the multi-pulse orbits spend
a time of orderO

(
log 1/

√
ε
)

(as opposed toO(1/
√
ε) as in Kaper and Kovǎcič [26])

in the neighborhood of the manifoldMε, they have observable open neighborhoods
in which solutions exhibit the same type of jumping behavior for finite times. Given
the close coexistence of multi-pulse orbit families with different jump sequences, one
expects to see a transient type of chaotic dynamics in numerical simulations. This agrees
well with the irregular jumping behavior observed by Bishopet al. [5, 6] for β = 0.

Finally, we also considered the discretized NLS equation with a mode-dependent
damping term (β 6= 0). Making use of the calculations of Li and McLaughlin [31], we
showed the existence of multi-pulse Silnikov-type homoclinic orbits for a codimension
one set of parameter values. This provides a significant extension of the set of parameter
values for which the discretized NLS equation admits chaotic invariant sets in its phase
space.

Acknowledgement.I am grateful to Dave McLaughlin for several useful discussions on the subject of this
paper and for making ref. [31] available to me before its publication.
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